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Abstract

Content-based image retrieval systems are designed to provide effective access
to image databases, based on their visual contents and according to a given
criteria. This paper focuses the image searching based on descriptors auto-
matically extracted from the images. It is presented a scheme that decomposes
the image collection in a hierarchy of clusters using tree-structured self-
organizing maps. The present approach uses different sets of features in each
level of the hierarchy. Subsets of images are clustered in each level of the tree
of maps, associated to regions of neurons, and are used to train subsequent
maps in the hierarchy. The tree-structured self-organizing map algorithm may
be seen as a recursive image data partition clustering method. Using of this
architecture is motivated not only by the reduction of complexity but also as a
weak resemblance of the visual information system that process different types
of information in different layers of neurons.

1 Introduction

Content-based image retrieval (CBIR) addressegthb-
lem of finding images relevant to the users’ infation
needs from image databases, based principallywtieieel
visual features for which automatic extraction roelh are
available [1]. The areas of applications are wideluding

e-commerce solutions, space and military applioatio

medicine, biological image processing and much more
There are two frameworks for image retrieval (IRxt
and content based. Text based IR was introducethedn
1970’s and requires manual annotation of imagek teixt
descriptors, with high subjectivity of human pert@p and
writing. Content based IR, introduced in the 199@s-
plores the use of image features, such as colkyrieand
shapes, to automatically (or semi-automaticallyyfqren
indexation based on the visual content of the irmage
This paper uses the strategy of representing images

set ofp features. Each image could be regarded as a point i
a p-dimensional feature space. The automatic orgdairat

and retrieval of a collection of images can thempbsted as
a problem of data clustering, which objectives itud fa

valid organization of the data based on the inHesncture
and relationships among the patterns [2]. This paype-

sents a scheme that decomposes the image collectian
hierarchy of clusters using a structured neurakoek.

2 Tree-structured self-organizing maps

Self-organizing maps (SOM) has been applied tora va

ety of tasks including data visualization and dusig [5]. It

implements an orderly mapping from a high-dimenaion

data distribution onto a regular low-dimensionaidgof
neurons. Once the point density of the neurons ceqpr
mates the density of data, it is possible to mulestering
information from neuron's relations after its leag
Tree-structured self-organizing map (TS-SOM) wast fi
described in the 1990’s [6] and was made of se\&@lis
arranged to a tree (fixed) structure. All nodesthe tree
(except leaf nodes) have four children. Trainingpes-
formed one level at time, from top down, with theights
of previous level being used to initialize the néxtel. A

main objective was reducing training time of langaps.
Costa and Netto [3, 4] introduced a different hieinéal
structure of self-organizing maps using maps assadd-
stead of single neurons. From top to down, mapsate-
matically segmented by using tHRé-matrix information,
which presents relations between neighboring neurdhe
partitioning algorithm was based on mathematicatphol-
ogy segmentation. Clusters of neurons are autoatigtic
identified and labeled and generate new sub-maata 8re
partitioned accordingly the label of its associatedrons in
each level of the tree. The algorithm may be seem@cur-
sive partition clustering with multiple prototypesuster
representation, and enables the discoveries ofectug a
variety of geometrical shapes. The height of tee tind the
number of maps for a given level are automaticdditected.

3 CBIR using TS-SOM and a descriptors hierar chy

The current proposal is to perform clustering irchea
level of the tree of maps. The difference of thesvrimple-
mentation of TS-SOM to references [3, 4] is thegesaf
different descriptors sets in levels of the hiehgr¢see fig-
ure 1). It is motivated by the reduction of comjitiexXde-
crease of input data dimensionality) as well aseakwe-
semblance of the visual information system thatsame
parts, process different types of information irfedent
layers of neurons. The training as well specifiesuor tree
generation is similar to references [3, 4].
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Figure 1: TS-SOM and a descriptors hierarchy

4 Implementation

MPEG-7 [7] is a standard for description of featuod
multimedia content and includes eleven low levedodip-
tors for images. Results present in this paper tigessets
of descriptors: Color layout (CLD) and edge histogrde-
scriptors (EHD). The CLD is obtained by applying DC
transformation on the 2-D array of local represtévgacol-
ors in YCbCr color space, where each channel iserep
sented by eight bits and averaging each of the ttihannels
separately for 8 image blocks. The EHD represental|
edge distribution in an image by dividing the imag® 4
sub-images and generating a histogram from thesepige
sent in each of these sub-images. A histogram 8dtlbins
is obtained, leading thus to a feature vector ofd8@en-



sions.

The first level on the TS-SL-SOM neural network was
trained with feature vectors of the most generakdptors
for all images in the dataset. After, this map wsagmented
in k regions; each map in the next level is trained whie
feature vector of next descriptor set. This procesginues
until it reaches the last level in the hierarchizeTtwo de-
scriptors set could be arranged in two differeetrdnichies.
After several experiments, CLD gave the most gdriara
formation of images and was used in the first lesfethe
hierarchy. Experiments used to take this decisierevmade
with the same images used for testing the retrieffd
ciency.

5 Performance Evaluation

Consider a database D withimages obtained from dif-
ferent classes of objects. In most of cases therea dis-
tinct and objective boundaries between differenagm
classes.

Precision Pr) and recall Kr) are used in CBIR system
to measure retrieval performance [8}. is defined as the
ratio of the number of relevant images retrie\d)(to the
number of total retrieved imagksor Pr = Nr / k.

6 Experimentsand Results

The image database used was the Columbia Object Im-

age Library [9] that contains 100 different class=ch ob-
ject rotated in 72 different degrees, resulting200 images
in the database. For training the neural netwotke®am-
ples of each class were used and the remainingises for
testing. The experiments used map sizes with 10if
rons. Figure 2 present the root map after segnientat
showing pictures with descriptors most similartie weight
of neurons. The map was segmented in four regleas;
ing to a new 4 maps in the second level.
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Figure 2: Segmentation of the root map

This approach was compared with other two appraache
Parallel Descriptors [1] and Composed Descriptors (use of
the full vector of features to image retrieval).sfRewere
conducted with 2200 images and the mean of thagiwec
rate for the first 20 image classes is showed énfitjure 3.
Figure 4 show that the precision of our approacheter
than other approaches. In mean, after 2200 testsap-
proach retrieved at least 22 images from the sdaws of
the input image, while the other approaches oniyenees,
in mean, 16 and 14 images respectively.

7 Conclusions

A different approach of tree-structured self-orgarg
map used [3, 4] was presented with the use of erigésrs
hierarchy enables different views in different lisvef the
structure. Comparisons were performed with the csed
descriptors and parallel descriptors approachesanging
descriptors in a hierarchy gave better overall ltesCur-
rent research includes the adoption of relevanedifack
and rules to automatically define the best ordeseif of
descriptors appearing in the hierarchy.
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Fig 3. Mean of precision of retrieval images for the first 20 image classes
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Figure 4. Mean of precision for all classes
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