Chapter 14 Granular Models Human Centric Computing: Exercises and problems
1. Consider three prototypes in the two-dimensional input space, v1 = [1.5  -3.0]T, v2 = [0.0  -1.0]T, and v3 = [4.2  0.5]T. The corresponding prototypes in the output space are equal to -2, 5, and -3. Plot the input-output characteristics of the model governed by (xx) assuming two values of “m” equal to 1.05,  2.0, and 3.5.

2. Discuss computational complexity of the conditional FCM and contrast it with the one of the FCM. How does it depend upon the number of contexts being used?

3. How could you decompose a certain fuzzy relation A defined in Rn into another fuzzy relation B defined in Rn-1 and a fuzzy set F defined in R so that A= B 
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F.  Discuss a general idea and offer algorithmic details

4. Consider a mixed-mode two-input granular neuron in which the connections are described as an interval [-3, 4] and a triangular fuzzy set with the modal value of 1.5 and lower and upper bounds equal to -1.0 and 2.0. Derive input –output characteristics of this neuron assuming that the two inputs u1 and u2 are positive and sum up to 1. 

5. In an n-input  granular neuron with interval –valued connections [wi- , wi+] the positive inputs satisfy the relationship 
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. Determine the values of inputs under which the granularity of the output quantified as the following sum
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achieves its maximum. What happens to the solution if all connections are the same?     

6. In the P-FCM algorithm, we use an indicator function that assumes binary values. What suggestions could you offer if you were provided with a flexibility of using values in the [0,1] interval. 

7. Consider a situation when for the given data set D there are several collections of proximity tidbits coming from various sources (e.g., experts). How could you modify the objective function to accommodate this scenario? 

8. A subset of data set D, that is D’ was clustered into “c” clusters.

How could you use its results in clustering data set D into the same number of clusters. 

What if the number of clusters to be determined in D is going to be different from c? 

9. We are about to cluster data set D and were told that some other data generated by the same phenomenon as for D have been already clustered. How could you take advantage of these results in clustering D? 

10. Suggest some examples in which you could consider proximity-based clustering as a viable alternative. Identify problems in which you can view clustering with partial supervision as a viable model of human-centric unsupervised learning.

11. In conditional FCM developed so far, we have assumed the same number of clusters for each context. Is this a viable assumption? How could you revisit it? Suggest a way in which you could adjust (optimize) the number of clusters for each context fuzzy set. 

12. Suggest a mechanism to incorporate context-based information in clustering algorithms based on participatory learning. Discuss its role in both, off-line and on-line system modeling.

13. Elaborate on procedures to learn context information in fuzzy rule-based models.

14. Develop a participatory learning procedure to train neural granular networks arranged in a one or two-dimensional array of neurons.
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