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Abstract — This paper presents an automatic keyword
extraction method and an evolutionary algorithm ttha
mines the web searching for documents according to
group users interests. Both techniques were dedigoe
future use in an academic virtual community, chégac
ized as a scientific paper collection (PDF files)daa
means for efficient knowledge and information ergea
through the WebThe preliminary results presented here
demonstrate that the parts of the system alreadgyeim
mented have a good potential for selecting appaipri
libraries of keywords and, from them, making andi-op
mizing queries for retrieving related documentsrthe
Web.

1. INTRODUCTION

The Internet can be seen as a global and distdbrge
pository of resources and information. In most sase
these resources are immediately available for usk a
cover almost all domains, from the support of difien
and educative activities to recreation and entamiant.
As a survey made by the UCLA Center Communication
Policy, the three main reasons that make new pasgie
or want to use the Internet are: to obtain andenegrin-
formation quickly; professional needs; and commamic
tion (e.g., e-mail access) [1]. Moreover, the Ingtris
reducing the costs of production and distributidnine
formation. As a result, an avalanche of materialmiany
cases of poor quality, is made available dailyhia Web.
Despite these benefits, thaternet is not adequately pre-
pared for more abstract activities, such as theagen
ment, representation, and other types of informapimc-
essing and exchange [2].

Along with the amount of information available, them-

ber of people connected to the Internet and thebeurof
web pages accessed have also increased exponentiall
over the past years. There is a great variety sdues
and information available on the web for peoplehvtite
most diverse background and interests. The majolp-pr
lems of the web, however, are that the bibliogreahi
works available are spread all over the world, sheed
with which this information is created and madeilatée,

and the poor quality of part of this informatiohid thus,

the readers’ job to search for and filter out thievant
information. Even qualified users, such as academic
(students, researchers and lecturers), do spend tim

searching and filtering the information retrievednfi the
Web.

Therefore, performing information filtering and o
efficiently becomes a necessary and challenging. tas
Information filtering systems are designed to filbeit the
information that a user requests from an enormous
amount of information not always of interest [3]her
term information source is used here to repredentite
where contents exist and are of interest to the. 0$ese
sources are often related to the places where anuu
collection exists in text form [4].

On one side, the technological advance makes #ilples
a network infrastructure that supports the mostiedar
types of information resources (e.g., structuredtima-
dia objects, documents and specialized data ba3eghe
other side, there is a need to develop client aptitins
that assist the end user in the search, accesmipagjon,
and sharing of these information sources.

This paper describes a system to autonomously gtener
group profiles for web documents by selecting dable
library of keywords, and a search agent that geesf@nd
optimizes, via a genetic algorithm (GA), search ripse
for the Google search engine. The libraries of ghaup
profiles take into account the relative frequentw evord

in a given document and its relative frequency setof
related and unrelated documents [5]; an approdanto
insert context information into the system. Thercea
agent uses a GA to optimize the search of new pdper
a group of users instead of a single user. Bothnigoes
were designed to be employed in an academic virtual
community in a near future. This community will blear-
acterized as a scientific paper collection (PDFeslil
automatically classified and stored in folder stuoes of

a server and in which academics will be able tcharge
experience and knowledge.

This article is structured as follows. Section Bydes a
brief overview of information filtering, represetita of
user profiles and web mining. Section 3 descrildes t
method used for the construction of group profilgec-
tion 4 presents the genetic algorithm used forrmétion
filtering. Section 5 shows the performance evatraif
the algorithm and the work is concluded in SecBonith

a discussion about future avenues for investigation



2. INFORMATION FILTERING

The goal of information filtering is to select {él) infor-
mation so as to quickly extract what is relevantthe
user. However, the quality of the information varic-
cording with the user. Information filtering systerwill
soon have to be personalized so as to serve garticu
interests, thus assuming the role of a personatass A
personalized information filtering system must sfti
three requisites [4]:

e Specialization: A personalized filtering system must
serve the specific interests of the user. The amofin
irrelevant texts delivered to the user must benraallsas
possible. The number of rejected relevant artictest
also be small. The system must be able to idestdn-
dards of user behavior, infer its habits and adaphem,
make recommendations of relevant texts, and migmiz
the number of irrelevant recommendations.

« Adaptation: Since in the majority of times the user
interests do not remain constant, when changescdoro
for instance, the interest for a new subject, ffeesn has
to be capable of perceiving and adapting to thahgh.

e Exploration: A filtering system must be capable of
exploring new domains in order to find some noesltf
potential interest to the user.

Belkin and Croft [3] provide a good descriptioninfor-

mation filtering and discuss some similarities aiffier-

ences with the term information retrieval. Any pees of
information search starts with a description of theer
interests. The distinct characteristics of the psscof
information filtering from information retrieval arthat
information filtering requires relatively specifinforma-

tion about the user interests, which tend to suffedifi-

cations slowly with time. Information retrieval $gms,

by contrast, act on relatively steady sources &drina-

tion to answer the queries made by the users. Tdrere
the context of information filtering involves a seft dy-

namic information, as opposed to the static basaheo
traditional systems of information retrieval. Theaim
differences are summarized in Table I.

Table | — Information filteringc Information retrieval.

Process Necessary Resources of
Information Information
Information Dynamic Steady and
Retrieval structured
Information Relatively Steady Dynamic and
Filtering unstructured

A personalized filtering system must readily taleeecof
to the necessities of the user. The system must trees
capacity to detect the user needs through an oiteea
process. Assuming that a major part of the acttaken
by the user are relevant, the system will haventoease
the quality of the suggestions (recommendationsjlena

Thus, the system will have to converge so thatuser
needs are consistently satisfied and sometimesdere

The constant change of interest may be a simplersifi-
cation in data subjects, the interest for a comapletew
subject, or the loss of interest for a subject. Sistem
must then be able to detect or to allow the uséndizate
an interest change, and to adapt to this changell¥i
taking into account the motivation of the user et
search for information, we have to consider theoliypsis
of the system being capable of recommending new and
interesting sources of information based on thenkedge
it has from the user.

2.1. User Profiles

Some systems have been developed using information
filtering based on user profiles. The system SIBJlwas
designed for article filtering in the Internet thgh manu-
ally constructed user profiles. In this system, trser
specifies which words are of interest and which rzoe

If the interests of the user change, these updued to
be manually incorporated into the profile. Anotkgstem
developed, called InfoScope [7], also designed eal d
with Internet News, deduced rules and presentemh tioe
the user waiting for his/her approval. These ateaeted
by the comments of the actions taken by the useh as
the time spent for reading the text or if the teas saved
for future use. This prevented the need of an eitpli
feedback by the user on each text read. The emglolym
of user profiles is so popular that in 1999 therasva
workshop, WEBKDD [8], fully dedicated to user pte§

in web mining.

2.2. Web Mining

The Internet is considered the largest libraryhef world
[9]. Its major problem is that the “books” are smteall
over the world without indexing. It is thus the de&s’ job
to search the Web for a site where to find the rddsi
contents. Furthermore, the reader still has toifgettie
quality of the information obtained. Although perfing
an exhaustive search on the Web is practically ssijnde,
the use of a search engine solves part of the gmbl

Search engines usually work by answering one oremor
queries entered by the user. This query (compoded o
Boolean keywords and operators) is matched withane
more databases, and the resources more similaneto t
query are returned. It is still the users’ job t@leate the
quality of the information retrieved by the seamsigine

in order to select the ones that are of greatéstdst. The
use of information filtering and data mining teajures in
search engines is generically termed web mining [10

3. GROUP PROFILES

In the last twenty years or so, research communiié
over the world have been benefiting from the usehef
Internet [10]-[13]. For instance, forty years agowias
very hard to share ideas with researchers in atbati-



nents and even researchers in the same countriiyingt

in distant places. Bringing together a number ddrecsts
for workshops, conferences and other types of mgeti
was a very hard and expensive task, sometimes sinfea
ble. Of course communication via Internet does nmest
place personal meetings, but it facilitates anduced
costs for the sharing of information.

According to [14], virtual communities can be defihas
social aggregations that emerge on the net whemtair
group of people makes large public discussionss thu
forming a network of personal relationships on b
environment. Virtual communities allow the integpat of
different societies, the convergence of diversitiad the
production of common interests, thus approachiraplee
The Internet hosts a large number of communitieth wi
the most varied interests.

The present paper introduces an automatic keywrrd e
traction method and a genetic algorithm to optimizh
search. Both techniques were designed to be used in
academic virtual community characterized as a $fien
paper collection (PDF files) automatically clagsifiand
stored in folder structures of a server and withaapabil-
ity of exchanging information/knowledge among users
For a user to have access to these sources ofmafion,
he/she will have to login in one or more areasntdriest.
When a user (member of the community) finds arclerti
interesting that is still not indexed in the comiitynthis
can be suggested for inclusion. With time, theddefo
structures start to increase in terms of numbedaxfu-
ments and also in terms of quality of contentscesithe
papers are selected based on users having commenn in
ests and user evaluations. Every time the membdiseo
community suggest a new paper, the group profilebgi
updated. Group profiles will be composed of a skt o
keywords extracted from the suggested papers.

3.1. Keyword Extraction

For a wordw to represent a group profile; that is, to be
selected as a keyword, it has to be a good describta
group and represent a set of documents belongirigeto
group or foldeD. The wordw thus must have the follow-
ing properties:

1. be predominant iDb when compared with the other
words inD;

2. be predominant ild when compared to its occur-
rence in all other sets of documents (folders).

The keyword selection method was taken from [15] an
works as follows. LeG(w) be the rank of a word

G(W) - Fcluster(w) x FCO"(W) (1)
where FPU" relates wordw with the other words in a
given folder, and the second terfif”", relates wordw
with all other existing folders or groups. This wéfyf;(w)
corresponds to the number of times waevdappears in

folder j, i.e., the frequency of word in j, thenF;(w)
represents the relative frequency of warddefined as:

fi(w) VZW (2)

2 HW

It is important to note that 0 K(w) < 1 andZ,, Fj(w) = 1.
This normalization serves the purpose of dismisshey
number of words in the folder and, instead, measiuee
relative importance of a word compared to the aher
contained in the folder. The relative frequerfgiw) will
play the role ofF®***(w) in Eq. (1). To determine the
representativity of worav in all folders,F'(w), we use
the following equation:

F(w) =

Fcoll(w)zm;iij. (3)

Zi F (w)

This way, it is possible to determine theodness Gf a
word w that appears in foldgras:

Gwj) = Fw)_FiW )
2R W)

Words with agoodneswalue greater than a pre-specified

threshold® are allowed to enter the library of keywords.

This is performed for all words of each documentih

folders.

4. GENETIC ALGORITHMS AND WEB MINING

Genetic algorithms (GAs) are search and optiminatio
techniques inspired by evolutionary biology [16,1fh-
plementing a standard GA [18] starts with the dosabf

a random population of chromosomes, which arebatii
strings or vectors with each attribute known aseaeg
Individual chromosomes correspond to candidate -solu
tions to the problem at hand, and are then evaluatel
associated with a probability of selection and oelpic-
tion. Over the generations, individuals with higtndss
values have higher probabilities of being selected
reproduction and thus propagating their geneticerralt
throughout the population. In the standard GA odtrced

in [16], a single population of individuals is akadile for
evolution. This work proposes the use of a GA Wit
co-evolving populations to filter the informatioetrieved
by the Google engine.

4.1. Related Works

Some approaches using Genetic Algorithms in web min
ing can be fond in the literature. In [19], thelers pro-
posed a method for guiding genetic algorithms tdgpen
information retrieval by fuzzy classification anéngtic
feature selection of terms from documents evaludted
the user. GeniMiner[20] is a genetic algorithm then-
ages a population of pages and aims at maximizing a
fitness function that is mathematically based om tker



query. In [21] a personal agent that mines webriné
tion sources and retrieves documents accordingséo'su
interests was developed using classical informatien
trieval techniques and a genetic algorithm to leandl
adapt to changes in the user’s interests. The Seakt
[22] employs a genetic algorithm to adapt to therus
interest. The system accepts user feedback foesfitn
evaluation. In [23], the authors showed how to gppl
genetic algorithm for mining student informationtaibed
in a Web-based Educational Adaptive Hypermedia Sys-
tem. Agents based on genetic algorithms are predent
[24] to improve the performance of a self-orgarizin
information retrieval network.

4.2. The GA Proposed

In the GA used here for web search and informdtiter-
ing, there are two populations of chromosomes tade
evolved. In the first population each chromosomeois-
posed of a pre-defined number of words randomhyseho
from the keywords library of each folder. The chomm
somes of the second population contain the samédeum
of genes of the first population and the same nurolbe
individuals of the previous generation. Each gehé¢he
second population may assume one of the three Boole
values (randomly chosen): AND, OR or NOT.

At each generation, the chromosomes of each papulat
are concatenated in order to form a web querywiiabe

used by the Google search engine to search for new
documents in the web. The example shown in Fifjug-i
trates the encoding scheme and a query generatéteby
GA using the chromosomes presented.

When no Boolean operator appears explicitly between
two words in the query, there is an AND operaton-co

necting them; the symbol “~" represents the NOTgéae
tion) operator. The search agent uses this quesgaoch
for a document using Google. The document retrieved
will be used to determine the fitness of this choeome.

To determine the fitness, the cosine measure [#bich
determines the similarity between two vectors iregeph
ently of their magnitude, was used. One vectorasgmts
the library of keywords in the folder, and the athepre-
sents the collection of keywords extracted from the
document retrieved using the query. Eq. (5) retuhes
angle between these two vectors. It is equal tdhénithe
vectors point in the same direction, and zero winey
form a 90 degrees angle:

N

ZWDkWQk
sim(D,,, D) = ——<L

N N

2 Wo ' 2 Wo”
k=1 k=1

(5)

where Wpy is the frequency of wordt in the keywords
library of folderD, W is the relative frequency of word
k in document.

After determining the fitness of all individuals,bénary
tournament is performed to select those individubét

will compose the next generation [15],[16]. Thethedi-
vidual of the population is maintained and is ndijected

to crossover. The crossover operator implemented he
was the single-point crossover with probabilgy. The
only constraint of the crossover operator is that ame
word cannot appear twice in the same chromosome. In
such cases, the crossover operator is not apptiddiee
parent chromosomes remain unchanged. In the current
implementation no mutation is applied.

Query: results set OR genetic OR selection OR generawolution —individual —crossover filetype: PDF

[ results| set | geneti¢ selectign

generatjon

evolutiamdividual | crossovel

[ AND | OR | OR | OR |

NOT

| NOT | NOT | NOT |

Figure 1 — Chromosome representation of the two populatisesi in the GA for web search. The top chromossmemposed of words
taken from the library of keywords, and the bottone is built by randomly choosing one of the thBemlean operators: AND, OR or

NOT.

5. PERFORMANCE EVALUATION

In order to assess the performance of the gendgm a
rithm for information filtering (optimize web docunt
retrieval), a benchmark database was used. The &A w
tested in an environment containing three groumsn{c
munities): evolutionary computation group (EC)jfaitl
neural networks group (ANN) and fuzzy systems group
(FS). The PDF files used in the computer experiment
were copied from the WCCI — IEEE World Congress on
Computational Intelligence 2002: Proceedings ofNBIC
2002, FUZZ-IEEE 2002 and ICEC 2002. Table 2 summa-
rizes the information about each of them.

Initially, the keyword extraction process (Sectlhi) was
used to determine a number of keywords from each
folder. The value used for the threshold v@as 5x10°°.
This value was chosen empirically, and we couldcolss

a trade-off between the value 6fand the number and
quality of the keywords selected. High valuesBafesult

in few words selected with high goodness valuesi|stvh
low values off result in many words selected with low
goodness values. It can be observed, from Tabtbak,
for 6 =5x10°, 36 keywords were selected for the EC
community, 37 for the ANN community and 92 for 8
community.



Table 2 — Information about the documents stored in each
group.

Number of
Group Number Total of words in the
of papers words group profile
EC 347 60,348 36
ANN 519 75,761 37
FS 285 37,876 92

For the tests performed, the GA used the followiag
rameters (for both populations, words and Boolgasra-
tors): (i) number of generations: 20; (ii) popubatisize:
20 chromosomes; (iii) chromosome length: 6 gened; a
(iv) crossover probability: 60%.

Figure 2 shows the evolution of the fitness of best
individual (query) of the population and the averdi-

ness of the population. It can be observed thagémetic
algorithm is capable of improving by about 65% tjusl-

ity (fitness) of the best individual, from the fite the last
generation. It can also be seen that the diversfitthe
population at the end of the evolutionary procesguiite
low — this is indicated by the value of the averéiteess
of the population. This suggests that the userotitation

operator may be helpful to insert and maintaindher-

sity of the population. Table 3 presents some eXasnpf

the types of documents retrieved by the queriedveto
by the genetic algorithm.
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Figure 2 — Evolution of the best individual of the popula-

tion (top curve) and the average fithess of theufaijon
(bottom curve).

Table 3— Examples of documents retrieved by the searehtag

Set of slides by S. Reid titled “Evolutionary Preinl Solving”.

EC Retrieved fromhttp://nago.cs.colorado.edu/~strohman/evolutiompafy.
Letter by S. Shtovba and Y. Mashnitskiy titled “TBackpropagation Multilayer Feedforward Neu-
ANN ral Network Based Competition Task Solution”.
Retrieved fromwww.liacs.nl/~putten/library/cc2000/SHTOVB~1.pdf
Letter by S. Altug, H. J. Trussell and M.-Y. Chatled “A ‘Mutual Update’ Training Algorithm
FS for Fuzzy Adaptive Logic Control/Decision NetwolkALCON)".

Retrieved fromhttp://www4.ncsu.edu/~chow/Publication folder/Jalrpaper folder/

1999 NN_Mutual update Altug.pdf

6. CONCLUSIONS AND FUTURE TRENDS

This paper described a system for automaticallyegn
ing group profiles for web documents by selectingua-
able library of keywords, and a search agent tleaieg
ates and optimizes, via a genetic algorithm (GA&greh
queries for the Google search engine.

To illustrate the performance of the system it applied
to a data set containing three pre-defined usdilggoan
artificial neural networks group, an evolutionapmputa-
tion group, and a fuzzy systems group. These growups
communities, were taken from the WCCI 2002 CD ROM
for benchmarking purposes. The preliminary respits
sented demonstrated that the system is alreadyleapt
selecting appropriate libraries of keywords andynir
them, making and optimizing queries for retrievireg
lated documents from the web. It is important toaek
that the usefulness of a retrieved document isamby
related to the words that compose the evolved qumrry
also to all relevant words contained in the regtkv
document.

There are still several avenues for future reseakcfirst,

we will implement Porter’s algorithm [26] and indlel the
mutation operator in the genetic algorithm in order
introduce and maintain the diversity of the popalat
Although it may look as if the current GA implematibn

does not have any type of diversity introductionchae
nism, not always the search engine is capabletoéving

a document for a given query (the document mayerist
or be available at a given time). In these casesew
randomly generated query (chromosome) is created
introduced into the population, such that no indiisl
with fitness value of zero is allowed into the plapion.

This process of randomly generating new individwulmes
introduce diversity into the population of queries.

In order to build the whole academic virtual comiityn

an

several other parts of the system must be implezdent

For instance, a classifier agent will have to beigieed so
as to automatically classify the retrieved docurseand
an interface agent, responsible for representirgirter-
ests of the user in the community (i.e., through #yent
the user manifests its interests and preferencilsalgo
have to be designed and incorporated into thersyste
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