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Abstract — This paper presents an algorithm for the
automatic grouping of PDF documents, and with poten-
tial application for Web document classification. The
algorithm developed is based on an ant-clustering algo-
rithm, which was inspired by the behavior of some ant
species in the organization their nests. To apply the ant-
clustering algorithm for text document classification, two
modifications had to be introduced in the standard algo-
rithm: 1) the use of a metric to evaluate the similarity
degree of text data, instead of numeric data; and 2) the
proposal of a cooling schedule for a user-defined parame-
ter so as to improve the convergence properties of the
algorithm. To illustrate the behavior of the modified algo-
rithm, it was applied to sets of real-world documents
taken from the IEEE WCCI -1998 CD.

1. INTRODUCTION

Until very recently, obtaining information aboutgaven
subject involved going to a library or universityida
searching for the desired contents. All bibliogriaph
resources of a library (e.g., books, journals, rams
and newspapers) are grouped by indices, i.e.,atiales
of terms that point to the sites where they cariobad.
These terms can be the names of the authors, bijects)
the year of publication, and so forth. With timet only
the number of libraries increases, but also theuetnof
information available.To minimize this problem, infor-
mation retrieval systems have been developed addlyvi
used in libraries, universities, companies and altier
places where information resources have to bedimne
consulted. Information retrieval systems are ainsd

This paper presents a system for the automaticagion of
digital documents in PDF format. The approach isedaon an
ant-clustering algorithm proposed by Lumer and taajé] as
a development of the ideas introduced by Deneubeurg.
[5]. This method was designed as part of an acadentigalir
community currently under development. This comnyuis
characterized as a scientific paper collection (Fi@8) auto-
matically classified and stored in folder structuod a server
and in which academics are able to exchange exmeriand
knowledge.

This paper is organized as follows. Section 2 lyigitro-
duces swarm intelligence and the ant-clusteringrétgn.
Section 3 describes how the algorithm was impleatkerid
solve text clustering, and Section 4 presents ssimelation
results. Conclusions and some proposals for futtoeks are
provided in Section 5.

2. SWARMS, ANTSAND CLUSTERING

The social behavior of ants has attracted the a@steof re-
searchers in many different disciplines, from thesbiences
to computer science and engineering. One emerdghd) 6f
investigation that has been increasingly receivaitgntion
over the past years is the so-called biologicalpired com-
puting [6], in particular, swarm intelligence [B][ The term
swarm intelligence was coined in the late 1980'gefer to
cellular robotic systems in which a collection ohgle agents
in an environment interact according to local r8g10].

Two main lines of research can be identified inrsavantelli-
gence: 1) the works based on social insects [1; 2nthe

helping the storage of new information resourced anworks based on the ability of human societies tocess

speeding up the search for a specific subjectdIL],[

knowledge [8]. Although the resultant approaches quite
different in sequence of steps and sources of riaispin, they

The Internet has emerged as one of the most imgortapresent some commonalities. In general terms, @yhon a

information resources, in most cases of public asajl-
able nowadays. This can be easily observed by ribedb
number of digital libraries in the Web [3]. As isetcase
with the “physical” libraries, digital or virtualidraries
also suffer from the difficulties in organizing asdarch-
ing for information. Although information retrievalys-
tems have contributed significantly to the orgatiiza
and retrieval of information, the success of theteay still

population (colony or swarm) of individuals (sociasects or
particles) capable of interacting (directly or irditly) with
the environment and each other. As a result ofethetzrac-
tions there may be a change in the environmentoand/the
individuals, what will lead to useful emergent pbeena.

Among the many social behaviors of ants, reseaschave
registered the way some ant species work collalvetatin

depends on maintenance, because one has to b&sespothe task of grouping dead bodies so as to keemékeclean

ble for taking the new information resources, iridgx

[11],[12]. After placing corpses of ants randomiya certain

and cataloguing them. These processes are tedimlis aenvironment, it can be observed that, with time, dints tend

time consuming.

to cluster all dead bodies in specific regions b environ-



ment, thus forming piles of dead bodies. The fant- The ants then start moving randomly on the gricarifant is
clustering algorithm inspired by this clusteringhbeior  not carrying an object and finds an objédh its neighbor-
of ants was introduced in [5], where a populatidm@  hood, it picks up this object with a probabilityathis inversely
bots had to group together objects without anyreént proportional to the number of similar objects ie theighbor-
control. hood, as described in Eq. (1).

Lumer and Faieta [12] adapted the robots ant-dingte k

algorithm for the analysis and classification ofmasical Py, (i) =| ——— 1)
data, thus introducing the standard ant-clusteaiyp- (kp +£(i))

rithm (ACA). Since its proposal, in 1994, the ACAsh

passed through some modifications and has beeiedppl |f, however, the ant is carrying an objécand perceives a
to several domains, from data mining [12], to graph neighbor cell in which there are other objectsntliee ant
partitioning [13]-[15], to text-mining [16]-[18].ndepend-  drops off the object it is carrying, with a probpithat is

ently of the application domain and particular \@msof  gjrectly proportional to the object's similarity thi the per-
the algorithm, ant-clustering algorithms based 0BAA  cejved ones, as described in Eq. (2).

follow a set of basic, general principles.

vectors to be clustered, these data are spreadaila bi- (ky + f(0))?
dimensional (toroidal) grid of sizenx m. Actually, the
data themselves are not spread over the grid, sotye
sort of indices that indicate where a given objeqaced.

A colony of ants (agents) is allowed to move on ghie
picking up, carrying and dropping off objects baged
some probabilistic rules. The movement of an ache-
acterized by its displacement in a grid cell in dimgction
adjacent to its current position. The ants can gieeca
neighborhood in the environment, the most commoa on
being a square neighborhood of size 3. In the begin-
ning of the iterative process of adaptation, olsjeand
ants are randomly placed on the grid.

Given an input data set composed Mfl-dimensional pdmp(i)z(LJ )

The parameterkp andKq are, respectively, the picking and
dropping constants that weighs the influence of ftirection
f(i) on the picking and dropping probabilities. Fuootf(i)
provides an estimate of the density and similasftglements
in the neighborhood of object The pseudocode presented in
Algorithm 1 summarizes the standard ant-clusteailggprithm
(ACA).

procedure ACA (max_it, Kp, Kq)
pl ace every itemi on a randomcell of the grid
pl ace every ant k on a randomcell of the grid unoccupied by ants

t -1
while t < max_it do,
for i =1 to N do, /1 for every ant
if unladen ant AND cell occupied by itemx;, then
compute f(x;) and pp(Xi)
pick up itemx; with probability py(xi)
else if ant carrying itemx; AND cell enpty, then
conpute f(xij) and pa(Xi)
drop itemx; with probability p4(X;)
end if
nove to a randomy sel ected nei ghboring and unoccupi ed cell
end for
t «t +1
end while

print |ocation of itens
end procedure

Algorithm 1: Standard ant-clustering algorithm.

The authors [4] suggested the following functigin as factor that defines the scale of dissimilarity, alfdj) is the

the local density of items in the neighborhood lojecti: distance between two items in their origidadimensional
1 di, )] . space. Parametem determines when two items should or
e 1-——=| if >0 3) . P
f()=15 oneiir.. ) o should not be located next to each other. For rgstaif a is
0 - otherwise too large, there is not much discrimination between items,

leading to the formation of clusters composed efi that

wheref(i) is a measure of the average similarity of object should not belong to the same cluster: and viceaver

with another objecf in the neighborhood of, a is a



3. ANT ALGORITHM FOR TEXT CLUSTERING

To cluster PDF files, it is first necessary to certhem
into text documents. Then, they have to be transfadr
into collections of words that will represent arjeab on
the grid. This transformation is automatically obéal
through the calculation of the relative frequentw evord
in the documents (Eq. (4)). L&{w) corresponds to the
number of times wordv appears in documeiti.e., the
frequency of wordw in documentj. Then, F;(w) repre-
sents the relative frequency of waxdn all documents:

fi(w) VZW (4)

2, hM

Note that 0 <;(w) < 1 andZ, Fj(w) = 1. This normaliza-
tion serves the purpose of disregarding the nunadfer
words in the document and, instead, measure thative!
importance of a word compared to the other words co
tained in the same document.

F(w) =

Instead of using the Euclidean distance as a measur
dissimilarity, the cosine measure [19], which detees
the similarity between two vectors independentlythair
magnitude, is going to be used. One vector reptesba
set of words extracted from the document being ety
the ant, and the other vector represents the tiolfeof
words extracted from the documents in the neighdadth
of the ant. Eq. (5) returns the cosine of the abglsveen
these two vectors. The cosine is equal to 1 whervét-
tors point in the same direction, and zero whey fhem
a 90 degrees angle.

Z FDk FQk (5)

Sm(D,, D) = ——=

whereFpy is the frequency of word in the set of words
extracted from the document being carried by@anand
Fo is the relative frequency of wokdin document that
exists in the neighborhood of the ant.

Thus, each document is transformed into an objéose
structure is an-dimensional vector;X,...x, which corre-
sponds the relative frequencies of the relevantdsor
extracted. Table | illustrates the representatibreach
object.

Tablel — Objects that represent documents.

Object Xq X
O 0.123 0.232

On 0.012 0.156

After the generation of the objects, the ant-cliste algo-
rithm described previously is applied. The onlyfafiénce is
the calculation of(i), where the cosine measusm{([Va), is
used instead of (2 d(CDVa).

After some preliminary tests, it was noticed theg algorithm
could never converge to a stable configuratiorhefdrid; that
is, the ants were constantly building and destngctilusters.
Therefore, one form of modifying ACA in order toopnote a
stabilization of the grid had to be proposed. Thgraach
adopted here corresponds to gradually cooling dinvervalue
of parametek, so as to reduce the probability of an ant pick-
ing up an object after a certain number of iterasteps have
passed. With this simple modification, the stoppangerion
of the algorithm becomes either a maximum numbeayofes
(1cycle = 10,000 steps of each ant) or a minimutaevéor k.
In both cases, the chosen value has to be suchrtagare no
longer picking up objects from the grid, thus résgl in a
final, stable clustering solution.

4. PERFORMANCE EVALUATION

In order to assess the applicability of the modifedgorithm,
called here ACA*, for text document clustering, @nbhmark
dataset was used. Sets of PDF files were copiech fitwe
WCCI - IEEE 1998 World Congress on Computationglin
ligence: Proceedings of IJCNN 1998, FUZZ-IEEE 1291l
ICEC 1998.

Initially, the ACA* was tested using 15 articles thiree dis-
tinct groups (areas): evolutionary computation (Egjificial
neural networks (ANN) and fuzzy systems (FS). Talble
summarizes the information about each of them.

Table Il — Indices of the documents used in the preliminary
simulations.

Documents  Groups (Area)

lto5 EC
6to 10 FS
11to 15 ANN

The algorithm was run 20 times, with each executorre-
sponding to 30 cycles. The parameters used forimgntie
algorithm were:k, = 0.01 (initial value);a = 0.7; ky = 0.06;
Komin = 0.001;Nants = 1; grid size: 1813.

In these initial tests, two objects from the whdka set be-
haved abnormally. Object number 2, which accordimghe

database is classified as a document related tooE€h ap-
peared in the FS group (objects 6 to 10). The daehavior
was observed in the object number 11, which istedlavith

ANN, but sometimes appeared in the EC group. Figuteis-

trates the initial and final configurations of tiped.
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Figure 1 — Initial (a) and final (b) configurations of tigeid.

Table 1l summarizes the results obtained in thelimi-

Table Il — Simulation results obtained for the initial expe
ments.Nw: number of wrong itemsC: number of clusters;
Ni: number of isolated objects.

Experiment % Error Nw C Ni Objects 2, 11

1 - 4 11(EC) 2(FS)

2 - 3 11(EC) 2(FS)

3 - 3 1 11(EC)

2(isolated)

4 - 4 1 11(EC) 2(FS)

5 - 3 1 11(isolated)
2(FS)

6 - 3 2 11(isolated)
2(FS)

7 - 4 1 11(EC) 2(FS)

8 - 4 1 11(isolated)
2(EC)

9 - 5 11(EC) 2(FS)

10 - 3 11(EC) 2(FS)

11 6.6 1 3 1 11(EC) 2(FS)

12 - 4 1 11(isolated)
2(FS)

13 - 4 1 11(EC) 2(EC)

14 13.3 2 3 1 11(isolated)

2(ANN)

15 13.3 2 3 11(EC)2(FS)

16 - 4 11(EC) 2(FS)

17 - 3 1 11(EC) 2(FS)

18 - 3 1 11(EC) 2(FS)

19 - 3 2 11(EC) 2(FS)

20 4 2 11(EC) 2(FS)

Mean 263 025 35 085
(Std)  (18.02) (1.24) (L56) (1.42)

Motivated by the encouraging results obtained veitismall
sample of documents, we took a larger number oéabjto
evaluate the algorithm. Out of a total of 1,151 HI¥S on the
WCCI 1998 CD, we randomly chose 90 documents fer th
next experiments. The reasons why choosing onlp@0of
1,151 files were twofold: i) the high computatiocakt neces-
sary for running the algorithm for the whole datt; sand
i) the grid size required to accommodate all thggots. In the
present experiment, 30 objects from each group @&\,
FS) were taken, and the following parameters ukgd:0.01
(initial value); grid size: 3830; ky=0.06; Kymin = 0.001;

nary tests, where the column labeled Error(%) eorre, = 0.7; Nants= 10. Note that the only parameters that

sponds to the percentage classification error;oolNw
contains the number of objects incorrectly groupsal;

changed in relation to the previous experimentewee num-
ber of ants and the grid size.

umn C corresponds to the number of clusters determined
in each experiment; and colurhin presents the number of Figyre 2 illustrates one of the results obtainedttiis experi-

objects not grouped with any of the existing clist&he
last column shows what happened with objects 21dnd
if falling into the EC group, FS group, or isolate&fter
investigating the contents of objects 2 and 1%ai$ pos-
sible to note that the relative frequency of theords
pointed them to other groups. For instance, obct
which originally belongs to the EC group, is titl&#ld-
justing fuzzy partitions by genetic algorithms amdto-
grams for pattern classification problems”, andspres
96 occurrences of the word fuzzy. Experiment 3mfro
Table 11, corresponds to the grid presented iruFéglL(b).

ment. In this case, objects 0 to 29 belong to tRedroup,
objects 30 to 59 belong to the FS group, and objéatto 89
belong to the ANN group. Nine different clustersraveleter-
mined by the ACA* algorithm, and only four objeetere left
isolated: 6, 10, 14, and 42. By investigating theldted ob-
jects we observed the following: object 6 could rmd
appropriately converted from PDF to text file; alife14 and
42 deal with, respectively, extracting rules fromzZy neural
networks and the use of fuzzy clustering; and dbj€x pro-
posed the development of an artificial brain bazedhe evo-
lution of neural networks.
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Figure 2 — Simulation result for the data set containingobfects.

Table IV summarizes the results presented in Figure
5. CONCLUSIONSAND FUTURE TRENDS

Table IV — Simulation results for the data set containing_ ) o
90 documentsNo: number of objects in the clustédw:  1his paper presented an algorithm for the autonuétistering
number of objects classified incorrectly. of text documents using a classification techniopspired by

the behavior of some ant species while organizimdy @ean-

Cluster Jabe Group No Nw ing their nests. As the ant-clustering algorithradisvas origi-
= EC 13 L nally developed to tackle numeric data, some mecatitbns
& P2 9 2 had to be introduced in order to adapt it to deit text data.
S A 3 0 Furthermore, we also proposed a cooling schedule fpa-
% ig g é rameter of the algorithm resulting in the improvamnef its

5 .

Cs ANN 9 2 convergence properties.
C ANN 8 2 |
C7 FS 19 9 To evaluate the performance of the algorithm, veald
Cz ANN 11 2 documents were extracted from the IEEE WCCI 1998200

presented to the algorithm. The system demonstreiteie
capable of grouping together documents belongirthesame
original group (fuzzy, neural or evolutionary). Thases the
algorithm mixed a document corresponded to thosescin
which the paper (PDF file) referred to hybrid aggmiees or in
which the paper could be correctly classified imore than
one group, thus leaving margin for a dual righssification.
Furthermore, in many cases a document was inagptelyr
classified because it contained several words wese more
common in a group than in its original group; fostance, the
word network may appear several times in an ECmpape

After investigating why some items are clusteredha
wrong group, it could be observed that, althougmeso
documents do belong to one particular group, winen t
document is converted into an object for clusteritig
context of the document is transformed into a ctithe

of words with their respective relative frequenci@s an
outcome, some words that are more characteristia of
certain group may appear too often in other groaps
well. For instance, by taking object 4, titled “faaning

tree-based genetic algorithm for bicriteria topddag . .
network design”, we noticed that the word “network” There are several avenues for further investigattanaspect

occurred 45 times in this document. and “netwosk@ai that deserves particular attention is the misdiaasion due to
word very characteristic of the ANN group. the object (vector) generated from the words. Apragch that



can be used to tackle this problem is the autonetiac-
tion of keywords from the documents [20] instead of
taking all words. This would also reduce the asdeci
computational cost. It is necessary to investighgepos-
sibility of incorporating pheromone to the grid [2and
implementing piles of objects [22], instead of jit@cone
object per grid cell.
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