
Fluid Network Planes – An overview of 
Network Refactoring and Offloading Trends

Prof. Dr. Christian Esteve Rothenberg (University of Campinas), Brazil

chesteve@dca.fee.unicamp.br
                              

                               https://intrig.dca.fee.unicamp.br/christian

24-28 June 2019 // Paris, France



Agenda

● A view on 10 years of SDN

● Fluid Network Planes

○ The ‘Concept’

○ Instances



The ‘origins’ of the SDN term



SDN in 2009 - 2010
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SDN in 2011 – 2012



SDN to the rescue!



So, what is SDN?

“OpenFlow is SDN, but SDN is not OpenFlow”

(does not say much about SDN)         ̶̶̶  Networking community

“Don’t let humans do machines’ work”

(probably right…)        ̶̶̶  Networking Professional

“Let’s call SDN whatever we can ship today”

(aka ‘SDN washing’)                                ̶̶̶  Vendor X 

“SDN is the magic buzzword that will bring us VC funding” 

(hmmm… N/A, N/C)                               ̶̶̶  Startup Y

“SDN is the magic that will get my paper/grant accepted”

(maybe, but not at IEEE Netsoft!)             ̶̶̶  Researcher Z



“Will OpenFlow commoditize networks? Impact Cisco margins?”
—Several media publications, Bloggers

“Google revamps networks with OpenFlow”
—ZDnet

Headlines

“Hype around SDN/OpenFlow getting way out of  Control. Where have I seen this 
before…” —Ethereal mind, Blogger

“.We share a more pragmatic view, noting Cisco (for example) is likely to view SDN as a 

a TAM expansion opportunity…” —Deutsche Bank Research note, Wired, April 
2012

“SDN needs a bigger definition”
—Lippis report, 2012

“Prediction: OpenFlow Is Dead by 2014; SDN Reborn in Network 
Management”

—Mike Fratto, Network Computing

Source: Adapted from A. Retana @ Lacnog’12

“SDN - Software Defined Not-working”

“SDN - Smells Dollars Now”

“SDN - Still Does Nothing”



SDN in 2013 - 2015
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SDN in 2015 – 2019 → Network Softwarization* 
(i.e. NFV + SDN + IBN + xyz)

Old / Existing

• CLIs & Manual labour

• Closed Source

• Vendor Lead

• Classic Network Appliances (HW)

New / Softwarized

• APIs & Automation

• Open Source

• Customer Lead

• Virtual Network Functions (NFV/SW)

Source: Adapted from Kyle Mestery, Next Generation Network Developer Skills

*1st IEEE Network Softwarization 2015 (NetSoft 2015)
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Legacy
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Network programmability? By who?
Technical Expertise + Single Throat to Choke 

Players with sufficient
SW Eng. + Network Eng. 
& in-house Devops (NoOps?)

The long tail of players
(e.g. smaller SPs, ISPs, enterprises, campus, governments, etc.)

• Intent-based 
(languages + APIs)

• Design + Run-time
(NS)DKs

• ML/AI assistance
• Automation of Test + 

Benchmarking
(pre-deployment + 
+ day0 & day-2 ops)



The Fluid Networking landscape
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Fluid Networking: HW-SW Continuum

Performance

Portability Programmability

HW

SW

Source: D. Meyer (Courtesy by J. Doyle) Source: G. Pongracz. "Cheap silicon". HotSDN13

Source: C. Rothenberg. P3 Trade-offs. 2017



HW

SW
• General-purpose CPU
• HW-accelerated features**
• FPGA
• GPU, TPU, 
• Programmable NIC, ASIC
• Domain Specific 

Architectures (DSAS)
e.g., P4 + PISA

• Containers
• User space
• Kernel space
• Drivers, I/O SDKs

Flexibility*
(programmability + portability)

Performance***

* M. He et al. Flexibility in Softwarized 
Networks: Classifications and Research 
Challenges. IEEE Survey & Tutorials, 2019 

*** G. Bianchi. Back to the Future: Hardware-
specialized Cloud Networking. 2019

** Linguaglossa et al. Survey of Performance 
Acceleration Techniques for Network 
Function Virtualization. Proc. of IEEE,  2019

Fluid Networking: HW-SW Continuum
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Fluid Networking: Quest for Latency

Source: Google Cloud Infrastructure 



Customer
Premises

BS MEC   |   Access Cloud    |   PoP  DC 
Edge

Cloud DCs
Core

+

-

Source: EU FP7 UNIFY 

Fluid Networking: Compute Continuum



Fluid Networking: Decoupling functionality / location
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Source: EU 
Superfluidity



The Fluid Networking landscape
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Fluid Networking @ run-time
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Instances of 
Fluid Network Planes



RouteFlow (2010 - )
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NFV layers of SW, Virtualization and HW platforms

HW

SW

Source: https://www.dpdk.org/wp-content/uploads/sites/35/2018/12/Kalimani-and-Barak-Accelerating-NFV-with-DPDK-and-SmartNICs.pdf



VNF offloading to Hardware

HW

SW

Source: https://www.dpdk.org/wp-content/uploads/sites/35/2018/12/Kalimani-and-Barak-Accelerating-NFV-with-DPDK-and-SmartNICs.pdf



HW

SW

VNF offloading to Hardware

Source: https://www.dpdk.org/wp-content/uploads/sites/35/2018/12/Kalimani-and-Barak-Accelerating-NFV-with-DPDK-and-SmartNICs.pdf



VNF offloading on multi-vendor P4 fabric
controlled by ONOS via P4Runtime

HW

SW

Source: 
https://p4.org/assets/P4WS_2018/7_Carmelo_Cascone_VNF.pdf



Slicing
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* D. Ports and J. Nelson. When Should The Network Be 
The Computer?. HotOS'19

IRTF Computation in the Network (COIN)



J. Vestin et al. In-Network Control and Caching for Industrial 
Control Networks using Programmable Data Planes. 2018



X. Jin et al. Netcache: Balancing key-value 
stores with fast in-network caching. SOSP'17



H. Tu Dang et al. P4xos: Consensus as a 
Network Service. 2018



SwitchML: the network is the ML accelerator

A. Sapio et al. Scaling Distributed Machine 
Learning with In-Network Aggregation. 2019



E. Costa Molero et al. Hardware-Accelerated 
Network Control Planes. HotNets'18

* T. Holterbach et al. Blink: Fast Connectivity 
Recovery Entirely in the Data Plane. NSDI'19



S Chinchali. Network Offloading Policies 
for Cloud Robotics: a Learning-based 
Approach. https://arxiv.org/abs/1902.05703





Control Loops (in a Loop)
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Merci!
 

Questions?



BACKUP



Flexibility

• M. He et al. “Flexibility in Softwarized Networks: 

Classifications and Research Challenges”
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Slicing Journey: from 5G towads 2030

55

2030

Source. Adapted from slide courtesy by Luis M. Contreras, Telefonica

From siloed slices to 
generalized network 

cloud slicing

Deep, massive resource 
sharing & multi-tenancy

New Tenant-Provider
relationships and 
power of choices

Executive Summary



Deep Slicing: Challenges up front

Standardization gap goes hand by hand with a series of key challenges from 

provider’s perspective on (i) scalability, (ii) arbitration, (iii) slice planning and 

dimensioning, and (iv) multi-domain (cf. [FG-NET-Contribution]). Both business and 

technical implications can be deemed necessary for such multi-operator slice 

provisioning context. 

From the business side, some key implications include: (i) coordination models, (ii) 

inter-provider SLAs, (iii) pricing schemes, (iv) service specification, and (v) customer 

facing advertisement. 

From a technical perspective we highlight (i) slice decomposition, (ii) discovery of 

domains, (iii) common abstraction models, (iv) standard interfaces/protocols, APIs.

Source & further reading: Doc.6 ITU-T FG 2030 contribution: Network 2030 Challenges and Opportunities in Network Slicing
https://extranet.itu.int/sites/itu-t/focusgroups/net-2030/_layouts/15/WopiFrame.aspx?sourcedoc=%7bC4E9266E-1058-4035-AA25-
451ABCB5C07B%7d&file=NET2030-I-006.docx&action=default



Source: Adapted from slide courtesy by Luis M. Contreras, Telefonica



Expose just enough information to make optimal resource orchestration. 

Provide service

Orchestration 
Layer: ~1

Domain
Controllers: 10s

Network
nodes: 1000s

Detailed 
control
Technology 
dependent

Simplified view
Relevant data

Scenarios: 5G

Source: Netsoft 2017 Tutorial: End-to-End Programmability and Orchestration in 5G Networks. 



What is a Slice?

59Academia
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Source: The NECOS project, Novel Enablers for Cloud Slicing. http://www.h2020-necos.eu/

SDN & Virtualization vs Slicing



Source: The NECOS project, Novel Enablers for Cloud Slicing. http://www.h2020-necos.eu/

Different Slicing Models & Approaches



Types of Slices and Control Responsibilities

Source: A Network Service Provider Perspective on Network Slicing. Luis M. Contreras and Diego R. López. IEEE Softwarization, January 2018



Spectrum

Fibre / λs

Powerline

Source: http://www.h2020-necos.eu/    
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Deep Slicing: Concept and Challenging Trade-offs

Source: Inspired by the author (C. Rothenberg) P3 trade-offs: Programmability, Performance, Portability.
https://www.slideshare.net/chesteve/ieee-hpsr-2017-keynote-softwarized-dataplanes-and-the-p3-tradeoffs-programmability-performance-portabiilty
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Network programmability? By who?
Technical Expertise + Single Throat to Choke 

Players with sufficient
SW Eng. + Network Eng. 
& in-house Devops (NoOps?)

The long tail of players
(e.g. smaller SPs, ISPs, enterprises, campus, governments, etc.)

• Intent-based 
(languages + APIs)

• Design + Run-time
(NS)DKs

• ML/AI assistance
• Automation of Test + 

Benchmarking
(pre-deployment + 
+ day0 & day-2 ops)


