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Resumo

Esta tese introduz um novo conceito para as redes de conteido denominado compact forward-
ing. Este conceito traduz-se na utilizacdo de técnicas probabilisticas no plano de encaminhamento
onde o espaco de identificagdo ndo € mais relacionado a um host final, mas sim, a identifica¢do de
conteido(s). A esséncia do conceito originou-se de uma questdo bdsica, qual seja, onde deve ser
colocado o estado associado ao encaminhamento do pacote? Nos elementos de rede ou no cabecalho
do pacote? A tese propde duas solucdes que representam estes extremos, SPSwitch, na qual o estado
€ colocado nos elementos de rede e, LIPSIN, onde o estado € colocado no cabecalho do pacote. O
denominador comum a essas solugdes consiste na utilizacao de técnicas probabilisticas inspiradas no
Bloom filter como elemento base das decisdes de encaminhamento. A utilizagdo de estruturas de
dados derivadas do Bloom filter traz um custo adicional necessdrio a minimiza¢do dos erros associ-
ados a utilizagdo de uma estrutura probabilistica. A tese contribui com vérias técnicas para reducdo
desses erros incluindo a andlise dos custos associados. Cendrios de aplicagc@o sdo apresentados para
validagdo das propostas discutidas no trabalho.

Palavras-chave: Redes de pacotes, algoritmos, estruturas de dados, Bloom filter.

Abstract

This thesis introduces the concept of compact forwarding in the field of content-oriented net-
works. The main idea behind this concept is taking a probabilistic approach to the problem of packet
forwarding in networks centered on content identifiers rather than traditional host addresses. The
fundamental question explored is where to place the packet forwarding state, in network nodes or in
packet headers? Solutions for both extremes are proposed. In the SPSwitch, approximate forward-
ing state is kept in network nodes. In LIPSIN, the state is carried in the packets themselves. Both
approaches are based on probabilistic packet forwarding functions inspired by the Bloom filter data
structure. The approximate forwarding state comes at the cost of additional considerations due to the
effects of one-sided error-prone data structures. The thesis contributes with a series of techniques
to mitigate the false positive errors. The proposed compact forwarding methods are experimentally
validated in several practical networking scenarios.

Keywords: Packet networks, algorithms, data structures, Bloom filter.
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Capitulo 1

Introducao

A arquitetura da Internet foi desenvolvida no inicio dos anos 70 por um grupo reduzido de
pesquisadores de rede a partir de um projeto académico/militar financiado pela DARPA (Defense
Advanced Research Projects Agency), agéncia vinculada ao Departamento de Defesa americano. O
projeto tinha como objetivo o desenvolvimento de redes robustas para interconexao de computadores
distribuidos geograficamente [6, 7]. O principal objetivo da arquitetura Internet desenvolvida pelo
projeto financiado pela DARPA consistia na utilizagdo de uma tecnologia de multiplexacdo baseada
em pacotes como mecanismo de interconexao de redes heterogéneas [8]. O resultado deste projeto
originou a pilha de protocolos TCP/IP. Este desenvolvimento viabilizou um crescimento acelerado
da Internet incluindo a exploracao comercial da rede através da integracio de provedores privados do
servigo de acesso a Internet (ISPs). Em 1995, o backbone principal suportado pela NSFNET (National
Science Foundation Networking) foi privatizado tornando-se uma arquitetura completamente descen-
tralizada sem a presenca de uma coordenacdo central. Esta nova situacdo fez com que mudancas
mais relevantes relativamente a arquitetura da Internet se tornassem dificeis de serem adotadas. A
consequéncia € que, sem a possibilidade de uma ac¢do coordenada, os fundamentos da Internet (ex.,

roteamento hierdrquico, TCP/IP, DNS) permaneceram os mesmos como projetados ha 30 anos.

Como elemento central do projeto original da rede, o endereco IP foi concebido como um tnico
espaco de identificacao de modo a habilitar uma comunicacao global através de um servi¢co melhor es-
for¢o de entrega de datagramas entre os dispositivos conectados a rede. O esquema de enderecamento
original da Internet estabelece que todo host possua um unico endereco IP cujas fun¢des fundamentais
sdo caracterizadas da seguinte forma na RFC 791 [9]: “Um nome indica o que nds procuramos; um
endereco indica onde o que procuramos se encontra € uma rota indica como alcancar o que procu-
ramos”’. Portanto, o endereco IP combina duas funcdes, ou seja, atua como localizador na fungado de
roteamento (ou seja, onde o que procuramos encontra-se conectado a rede) e como identificador (ou

seja, quem € o que procuramos) nas conexdes TCP. Esta sobreposi¢ao seméantica do IP € considerada



2 Introducao

como origem de muitas das limitacOes da arquitetura atual da Internet [10]. As decisdes relativas
a funcionalidade e ao formato do IP, assim como, o modelo baseado na comunica¢do “fim-a-fim”,
foram resultados do ambiente tecnoldgico da época e do contexto experimental e cooperativo do am-
biente de interconexdo para o qual o protocolo foi originalmente concebido. Neste sentido, o formato
fixo e a estrutura hierdrquica de 32 bits do enderec¢o IP foi um fator chave para torna-lo tecnicamente
vidvel facilitando o processamento dos pacotes por parte de elementos de encaminhamento limitados
da época (roteadores). No caso, o trabalho realizado pelos roteadores limitava-se a inspecdo do en-
dereco de destino ndo precisando inspecionar outras partes do pacote. Como resultado, os roteadores

necessitavam somente trocar informacoes sobre rotas disponiveis para alcancar as diferentes redes.

Caracteristicas importantes foram adicionadas a arquitetura durante os anos 80. Dentre as princi-
pais podemos destacar os conceitos de subnetting, os Sistemas Autonomos (AS) e o DNS (Domain
Name System) [11, 12]. Na sequéncia a introduc@o destas caracteristicas, varias solugcdes voltadas
para o transporte dos dados e complementos aos protocolos da rede foram introduzidos com o obje-
tivo de oferecer novos servigos e melhorar, a custos reduzidos, a geréncia da rede. Por exemplo, o
CIDR (Classless Inter-Domain Routing) [13] foi desenvolvido com o objetivo de permitir uma alo-
cacdo mais flexivel do espago original do enderecamento IP através da eliminacdo do conceito de
classes definido no projeto original. O BGP (Border Gateway Protocol) [14] introduziu o roteamento
baseado em politicas com a finalidade de refletir as relagdes comerciais entre os provedores e, poste-
riormente, foi estendido com caracteristicas para tornd-lo mais flexivel (ex., atributo de comunidade,
MED) e permitir ganhos em escala (ex., refletores e agregacao de rota). MPLS (Multiprotocol Label
Switching) [15], originalmente denominado de Tag-Switching, foi desenvolvido no inicio dos anos
90 com o objetivo de atender demandas de desempenho relativamente aos roteadores de nicleo na
rede IP. Na sequéncia, o MPLS tornou-se uma ferramenta poderosa de encaminhamento viabilizando,
nos backbones 1P, a introducao de novos servigos tais como VPNs (Virtual Private Networks) e, mais
recentemente, solucdes de transporte baseadas na tecnologia Ethernet. Ainda relacionado a este pro-
cesso de adaptacdo da arquitetura da rede, um conjunto adicional de mecanismos foi desenvolvido
para a resolucd@o de problemas associados ao projeto original da Internet devido ao uso da rede em um
ambiente comercial. Por exemplo, a solucdo NAT (Network Address Translation) oferece espacos de
endereco estendidos, além de beneficios de configuracdo e protecdo parcial relativamente ao trafego
nao desejado. O custo, no caso, consiste na quebra da visdao fim-a-fim da rede [16, 17]. Um outro
exemplo € o IP Movel [18] que suporta a mobilidade de nds através da introducdo de pontos de in-
direcdo (ex., home agents). Esses mecanismos resultam em um entrelacamento de varios protocolos
onde alguns destes protocols procuram atender as demandas daqueles que desejam um controle mais
flexivel da rede enquanto outros procuram satisfazer aqueles que desejam, por razdes legitimas ou

ilegitimas, maior conectividade e liberdade na rede. O resultado é que os potenciais beneficios e a



possibilidade de inovacao no niicleo da rede sdo colocados em risco.

O uso comercial da rede atualmente mostra as limitagdes com relagdo a itens como mobilidade,
seguranca, esgotamento do espaco de enderecos IP, escala do sistema de roteamento e deficiéncias
no acesso a conteuidos, dentre outros itens. Apesar desses problemas, a Internet €, sem sombra de
ddvidas, um enorme sucesso que continua crescendo e operando de forma razodvel [19]. Atualmente,
mais de 500 milhdes de computadores e 30.000 sistemas autdnomos estdo conectados. O advento
de objetos das mais diversas naturezas habilitados a conectaram-se a Internet como, por exemplo,
sensores e dispositivos pessoais mdveis, tornam a situacdo ainda mais critica. Ainda neste cendrio
de adaptacdo as novas demandas de uso, a arquitetura da Internet tem sido classificada como “ossifi-
cada” [20]. Isto se deve ao continuo desenvolvimento de “remendos” baseados em extensoes ad-hoc
e solugdes que utilizam arquiteturas overlay, solucdes estas que podem se tornar complexas e de custo
elevado a longo prazo. A Internet € um exemplo daquilo que alguns pesquisadores classificam como
um sistema de “complexidade organizada” [21] modelado por compromissos adotados por projetistas
com o objetivo de interconectar redes de computadores através de conjuntos de enlaces resultando

em uma rede robusta mas, contraditoriamente, “ainda fragil”.

Os esfor¢os da dltima década no sentido de uma arquitetura para uma Internet do futuro tém
focado, na sua grande maioria, a alcancabilidade do host final. Estes esforcos passam pela revisao
de conceitos (ex., separacao localizador/identificador no caso do endereco IP) com o objetivo de
reavaliar questdes associadas a seguranga fim-a-fim, a mobilidade e ao roteamento. Todas essas pro-
postas podem ser classificadas como centradas no host. Entretanto, atividades de pesquisa recentes
tém indicado uma nova maneira de enxergar a rede tendo como foco, nao mais o 4ost, mas sim, 0 con-
teudo, originando o conceito das redes orientadas ao contetido [3, 22]. Neste sentido, a Internet tem
se caracterizado como uma plataforma voltada para uma crescente distribuicdo e producdo de con-
teudo. Esta visdo tem transformado completamente a forma como a informacao € gerada e consumida
na sociedade. O projeto original da Internet enfatiza o transporte de datagramas enviados por hosts
transmissores na forma de um servigo de melhor esfor¢o e completamente agndstico a semantica do
pacote e aos objetivos no transporte dos dados. Existe, entretanto, um consenso de que a rede poderia
fazer mais e melhor [23], considerando-se que o seu uso atual consiste cada vez mais na obtencdo
de objetos de dado nomeados (ex., URL, servico, identidade de usudrio) ao invés da especificacao
de conexdes com hosts de destino [24]. A pilha de protocolos Internet (TCP/IP) é naturalmente ndo
justa e ineficiente com relacdo aos objetivos de disseminacdo de dados (ex., multiplos fluxos associa-
dos a aplicac¢des P2P, redundancia de informacao [25]). Considerando estes aspectos, a tendéncia da
pesquisa orientada ao contetido reivindica um aperfeicoamento da camada de interconexao de redes
de modo que esta ndo se limite somente as questdes de QoS ou da escala do roteamento. A persistén-

cia, disponibilidade e autenticacdo dos dados [26] deveriam ser parte dos requisitos do projeto da
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rede.

Pesquisadores pioneiros da Internet como Van Jacobson propdem uma visdo [24] que permite en-
tender a motivacdo para uma revolucdo no projeto de redes globais. Enquanto a primeira geracio das
redes de computadores era voltada para a conexao fisica baseada na interconexao suportada pela tele-
fonia e a segunda para a interconexao das redes (TCP/IP), a pr6xima geracdo deverd ser caracterizada
pela interconexdo da informacdo de forma ampla [3]. Esta mudanca implica na reavaliacdo de muitos
dos fundamentos da arquitetura de rede. O foco, no caso, consiste em tornar a informag¢ao como um
objeto de “primeira classe”. A questdo bdsica consiste em avaliar se realmente € necessario um novo
paradigma para o futuro da rede “descolado do mundo TCP/IP”, por exemplo, como a comutagdo de
pacotes representou para comutacao de circuito nos anos 70. A questdo essencial relaciona-se a visao
da Internet como uma plataforma para disseminagao de dados em larga escala. Uma quantidade muito
grande de dispositivos, incluindo terminais voltados ao usudrio e a automacdo de servigos, geram e
consomem conteudos sem levar em conta a sua localizacdo desde que a integridade, autenticidade
e atualidade do dado sejam garantidas. Esta mudanca de paradigma na direcdo da uma rede orien-
tada a informacdo € compativel com o momento atual centrado em arquiteturas orientadas a servigo
(SOA), roteadores XML, inspecao de pacotes (DPI - Deep Packet Inspection), redes de distribuicdo
de conteddo (CDN - Content Distribution Network) e tecnologias de sobreposicao (overlay) repre-
sentadas pelas redes P2P. Uma questdo essencial nas redes orientadas ao conteiido € a necessidade
de gerenciamento de uma quantidade extrema de dados nomeados, o que se traduz em uma tarefa
diferente daquela presente na Internet atual e que consiste em alcancar um host especifico na rede,
onde decisdes de encaminhamento sdo tomadas ndo somente nos roteadores IP, mas também, em mid-

dleboxes, comutadores de VLAN, roteadores MPLS, balanceadores de carga e outros dispositivos.

Somente o tempo indicaré se, e como, estes novos conceitos relacionados a rede evoluirdo e serdo
disponibilizados. A histdéria tem mostrado que fatores econdmicos, no lugar daqueles puramente
tecnolégicos, s@o os que prevalecem na transformacdo de prototipos em solucdes reais. Eventos
recentes relacionados a distribui¢io de conteido em larga escala (e outros que provavelmente virdo)
podem promover e acelerar a ado¢@o de novos paradigmas de interconexao de redes. A economia
atual é completamente dependente da Internet de modo que a perda de servigcos devido a ataques de
negacao de servico (Denial-of-Service - DoS) ou as limitacdes de um roteamento nao confidvel como
o BGP, resultam em inseguranca e custos adicionais (operacionais mais perda de lucros). Na raiz dos
problemas encontra-se o desbalanceamento de poder atrelado ao projeto original da Internet na qual
0 emissor possui maior controle da rede se comparado ao poder do receptor. A rede realiza o melhor
que ela pode para entregar o pacote no destino, independentemente se o receptor deseja recebé-lo ou
ndo. Diferentes solugdes foram agregadas a rede para combater estes problemas, tais como firewalls

e solugdes baseadas na detec¢do de intrusos. A mesma liberdade de acesso que foi fundamental
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para o sucesso e crescimento de um nimero abrangente de aplicacdes na Internet coloca em risco a
privacidade e seguranca dos individuos e corporacdes conectados a rede.

Mais do que uma discussao infinddvel em torno de um “projeto a partir do zero” (clean-slate) ou
uma (r)evolugdo da rede [27], é necessario um trabalho que sinalize a viabilidade de um modelo que
ultrapasse a heranca da pilha TCP/IP de modo a impulsionar a inovagdo da rede através da discussao
a partir de novos paradigmas.

Esta tese ndo é, certamente, a primeira voltada para as questdes relacionadas as redes orien-
tadas ao conteudo [28] ou a paradigmas de comunicacdo do tipo publish/subscribe [29]. As nossas
contribui¢des situam-se, menos no nivel de uma re-arquitetura da rede, mas sim, no nivel do en-
caminhamento dos dados, onde contribuimos com novas funcionalidades de encaminhamento. Estas
contribui¢des ocorrem em um contexto centrado nas redes orientadas ao contetido. Neste sentido,
perseguimos desafios relacionados ao plano de encaminhamento de pacotes através do estudo de
métodos probabilisticos na solucdo destes desafios, assim como, contribuimos para a viabilidade de

infraestruturas seguras e escaldveis associadas as redes orientadas ao conteudo.

1.1 Como ler esta tese

Esta tese encontra-se organizada da seguinte forma. O proximo capitulo introduz, do ponto de
vista da pesquisa, o conceito sobre “compact forwarding” e oferece uma visdo das principais con-
tribui¢des incluindo uma descricdo das publicacdes realizadas pelo autor as quais encontram-se in-
cluidas nos anexos desta tese. O capitulo 3 aborda as questdes relacionadas ao tema das nossas con-
tribui¢des. No capitulo, contrasta-se o projeto original da Internet com o uso da rede nos dias atuais
orientado ao conteido. Na discussdo, sao enfatizadas as diferengas entre o uso anterior e o uso atual da
rede que motivaram uma abordagem probabilistica do ponto de vista das fun¢des de encaminhamento
dos pacotes. Para cada sub-drea das nossas contribui¢cdes sao discutidos os principais fundamentos
e abordados os trabalhos relacionados mais relevantes. O capitulo 4 revé as contribui¢des da tese
em maior profundidade através da andlise de como os principios adotados ao longo do trabalho se
traduzem nas solucOes propostas. Finalmente, o capitulo 5 encerra a tese destacando uma série de
conclusdes finais relacionadas ao trabalho desenvolvido e inclui uma discussao de questdes em aberto

e futuras linhas de pesquisa.
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Introduction

The Internet architecture has its origins in the 1970’s by a small group of network researchers
engaged in an academy/military research project funded by the Advanced Research Projects Agency
(ARPA) of the US Department of Defense to build robust, fault-tolerant and distributed computer
networks [6, 7]. The main goal of the DARPA Internet architecture was the development of an ef-
fective technique for multiplexed utilization of existing, heterogeneous, interconnected networks [8],
1.e., the provision of a packet-based inter-networking architecture. The resultant Internet Protocol (IP)
suite (TCP/IP) enabled an accelerated growth of the Internet including the integration of commercial
ISP networks. In 1995, the central NSFNET backbone was transformed into a privatized, distributed
backbone architecture. Being completely decentralized and lacking of a central coordinating (enforc-
ing) instance, major architectural changes to the Internet have been hard to adopt. As a consequence,
the underpinnings of today’s Internet (i.e., hierarchical routing, TCP/IP, DNS) are fundamentally the

same as projected over 30 years ago.

At the center of its original design, the IP is the single identifier space that enables global commu-
nications by providing a simple “best-effort” service of datagram delivery among network-attached
devices. The original Internet addressing scheme mandates every host having an unique IP address
with the fundamental functions characterized as follows in RFC 791 [9]: “A name indicates what we
seek. An address indicates where it is. A route indicates how to get there.” IP addresses combine two
functions in one number space as they simultaneously act as routing locators (i.e. where you are at-
tached to the network) and identifiers (i.e. who you are). This semantic overload of the IP is said to be
at the root of many of the limitations of today’s Internet architecture [10]. The engineering decisions
behind the functionality and format of the IP and the original end-to-end model were a consequence of
both the technological trade-offs of the time and the cooperative, experimental environment for which
it was originally meant. Indeed, the fixed size, hierarchically structured 32-bit IP address format was
a key factor for its technical feasibility, making packets easy to process by the resource-limited packet
forwarding elements (i.e. routers), which only needed to inspect the network component of the desti-
nation address and could remain ignorant about the host part. As a consequence, routers only needed

to exchange information about available routes to different networks.

7
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Important features added to the architecture during the early 1980’s include subnetting, Au-
tonomous Systems (AS), and the Domain Name System (DNS) [11, 12]. Since then, various new
transport technologies and protocol amendments have been introduced to provide new services and
to increase the manageability of the network at a lower cost. For instance, Classless Inter-Domain
Routing (CIDR) [13] was introduced to allow a flexible allocation of the original class-based IP ad-
dress space. The Border Gateway Protocol (BGP) [14] introduced policy-based capabilities to reflect
the business relationships among providers and was later extended with features for additional flexi-
bility (e.g., community attribute, MED) and larger scale deployments (e.g., route reflectors and route
aggregation). Multiprotocol Label Switching (MPLS) [15], originally called Tag Switching, was de-
veloped in the early 1990’s to address core IP router performance issues. As time progressed, this
packet forwarding technology has evolved into a powerful consolidation platform for IP backbones
enabling new data services such as Virtual Private Networks (VPN) and, more recently, Carrier Eth-
ernet solutions. In addition, a number of mechanisms have been developed and turned out to be
useful to fight against problems caused by the original Internet design in an open commercial envi-
ronment. For instance, Network Address Translation (NAT) boxes provide extended address spaces,
configuration benefits, and partial protection for unwanted traffic at the cost of fracturing network
connectivity [16, 17]. Mobile IP [18] provides means for host mobility by introducing network indi-
rection points (i.e. home agents). From a larger perspective, such mechanisms only lead to a complex
intertwined protocol suite between those wanting flexible network control and protection and those
wanting freedom and connectivity, for legitimate or illegitimate reasons. As a consequence, the po-
tential utility and innovation at the core of the Internet is put at risk.

While today’s commercial use of the Internet unveils limitations with regard to mobility support,
security, address space exhaustion, routing system scalability, and content delivery efficiency among
others, the Internet is an ever growing success that works reasonably well [19]. Today, over 500
million end-hosts and 30.000 autonomous systems are connected. The advent of Internet-enabled
objects, sensors, and mobile personal devices only makes this figure worse. At the same time, the
Internet has been criticized to be “ossified” [20] due to the continuously patching approach based on
ad-hoc protocol extensions and overlay solutions, which may be a complex and costly solution for the
long term. The Internet is an example of what researchers [21] have called “organized complexity”
modeled by the trade-offs made by engineered network design in connecting computer networks

across a set of links resulting in a “robust yet fragile” network.

Last decade’s efforts towards a future Internet architecture! have mainly focused on end-host

'While Future Internet is a hot topic these days, the first wave on re-thinking the core Internet architecture can be
dated back to the early 90’s, when an increasing signs of strains on the fundamental architecture motivated the IETF a
planned process for the architectural evolution as expressed by Clark ez al. in RFC 1287 [30] entitled “Future of Internet
Architecture.” Later in 1995, Shenker argued for a new service model for the future Internet [31] to accommodate the
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reachability, revisiting concepts (e.g., IP identifier/locator split) to address end-to-end security, mo-
bility and routing issues. All of these proposals are more-or-less host-centric. Recent research ac-
tivities however point to a new way of looking at networking from a content/information-centric
perspective [3, 22].2 The Internet has shifted from being a simple host connectivity infrastructure to a
platform enabling massive content production and content delivery, transforming the way information
is generated and consumed. From its original design, the Internet carries datagrams inserted by send-
ing hosts in a best effort manner, agnostic to the semantics and purpose of the data transport. There is
a sense that the network could do more [23] and better given that today’s use of the network is about
retrieval of named pieces of data (e.g., URL, service, user identity) rather than specific destination
host connections [24]. The Internet protocol suite (TCP/IP) is inherently unfair and inefficient for
data dissemination purposes (e.g., multiple flows of P2P applications, redundant information over the
wires [25]). With this in mind, the content-oriented research thread advocates for enhancements at the
inter-networking layer not to be limited to QoS or routing scalability: data persistence, availability
and authentication [26] of the data itself may be beneficial in-network capabilities to be embraced

from design.

Internet pioneer Van Jacobson provides a vision [24] to understand the motivation for a network-
ing revolution; while the first networking generation was about wiring (telephony) and the second
generation was about interconnecting wires (TCP/IP), the next generation should be about intercon-
necting information at large [3]. This shift in the orientation of network architecture design implies
rethinking many fundamentals by handling information as a first class object. A key question is to
what extent a new paradigm thinking ‘out-of-the-TCP/IP-box’ for the future network is really nec-
essary, e.g., as packet switching was to circuit switching in the 70’s. The reasoning is based on the
large scale use of the Internet for dissemination of data. A myriad of devices, including user-attended
terminals and long-running automated services, generate and consume content, without caring about
the actual data source location as long as integrity, authenticity and timeliness are assured. This shift
toward information-oriented networking is also noticeable in the momentum of service oriented ar-
chitectures (SOA), XML routers, deep packet inspection (DPI), content delivery networks (CDN) and
peer-to-peer (P2P) overlay technologies. A common issue is the necessity to manage a huge quantity
of labeled data items, which is a quite different task than reaching a particular host in today’s Inter-
net, where forwarding decisions are made not only by IP routers, but also by middleboxes, VLAN

switches, MPLS routers, load balancers, mesh routing nodes and other cross-layer approaches.

Only time will tell whether and how these novel networking concepts evolve and get eventu-

requirements of (multimedia) applications. The convergence on IP resulted in massive work on QoS for packet networks,
an issue that is being publicly debated these days under the controversial notion of ‘net neutrality’.

2For the purposes of this thesis, we can and will interchangeable use the terms information, content, and data, together
with centrism and orientation also used in an arbitrary manner to denote this paradigm shift.
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ally deployed. History has shown that economics and not purely technological arguments is what
ultimately turns prototypes into reality. Recent concerning events (and more to come) may poten-
tially promote and accelerate the adoption of new inter-networking paradigms. Our days economy
is Internet-sensitive, service outages due to Denial-of-Service (DoS) attacks or due to limitations of
BGP insecure routing carry important worries and expenses (operational plus revenue loses). At the
root of the well-known problems of unwanted traffic is the imbalance of powers in the original In-
ternet design, in which the sender has too much control over the network, compared to the receiver.
The network makes its best to deliver a packet to the destination, independent if the receiver wants
to receive it or not. Different kinds of add-ons have been introduced to fight against these problems,
such as firewalls and intrusion detection solutions. The same openness that helped to the successful
growth of rich Internet applications is now putting at risk the privacy and security of network-attached
corporations and individuals.

More than an endless discussion around ‘clean-slate’ design and deployable network evolution [27],
feasibility work is needed along ‘clean-slate thinking” beyond the TCP/IP heritage to foster innova-
tion through questioning paradigms. This thesis is certainly not the first to turn into data-oriented
networking [28] or to leverage the publish / subscribe communication paradigm [29]. Our contribu-
tions are less in form of an overarching solution but rather of enablers in the data forwarding stratum
for novel networking paradigms. In this sense, we tackle challenges faced by the packet forward-
ing plane and explore probabilistic methods to solve them, contributing to the feasibility of scalable,

content-oriented infrastructures.

How to read this Thesis

This thesis is meant to be read as follows. The next chapter introduces the research problem
on compact forwarding, and gives an overview of the key contributions, including a description of
the author’s publications, which can be found in the Annex. Chapter 3 goes through the essen-
tial background in the field of our contributions. We contrast the original Internet design with the
content-oriented usage of our days and highlight the fundamental differences which motivated taking
a probabilistic approach when re-thinking the packet forwarding functions. For each sub area of our
technical contributions, we discuss the main foundations and cover relevant related work. Chapter 4
reviews the contributions with more detail discussing how the applied principles appear in the devel-
oped solutions. Finally, Chapter 5 concludes the thesis with a series of final remarks and future lines

of work.



Capitulo 2
Research Problem

A shift in the orientation of network architecture design implies rethinking many fundamentals,
for instance, defining a new identifier space for information objects of potentially different granu-
larities (e.g., documents, channels, packets), enabling more expressive communication patterns (e.g.,
publish/subscribe, find/register), efficient transmissions (e.g., multicast, in-network caching, network
coding) and increased resilience (e.g., security, data replication). The overall picture of a global
scale communication infrastructure is complex and deserves detailed multi-disciplinary discussions
(e.g., global namespaces, inter-networking functions, network management, security, stakeholders,
etc.) involving architectural, engineering, and business considerations. We aim at addressing the
challenges of novel content-oriented networks by re-thinking the key functionality of the forwarding
plane under potentially new control planes (e.g., topology management, routing control), end-to-end
communication paradigms (e.g., publish/subscribe), and namespaces (e.g., content identifiers, link

identities).

2.1 Motivation and Scope

Given the grand-scale of the research field in function of different forms and characteristics of
the inter-networking namespaces, we focus on the problem of trying to forward packets labelled
with flat (unstructured, random looking) identifiers. For the sake of generality and the objectives of
this thesis, we use the term flat label for information object identifiers or any other flat forwarding
identifier carried in packet headers. Hence, our main abstraction is a flat label which is essentially a
bit string representing any higher level information (e.g., content object, network link, multicast tree,
host identifier).

The rationale behind focusing of forwarding on flat labels is the recent emergence of architectural

proposals relying on flat labels due to their appealing capabilities such as being location-independent

11
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and having self-certifying names of hosts (cf. ROFL [32], AIP [33]) or data objects (cf. DONA [26],
PSIRP [34], CCN [3]). In addition to the current frenzy of the so-called clean slate network designs,
a conservative view of evolution of the Internet routing system also lends to the fact that topology-
independence of the addressing/naming scheme becomes a fundamental requirement for e.g., self-
configuration, multi-homing, nomadicity, and seamless mobility. Remarkable examples that have
made their way to the IETF standardization process include the Host Identity Protocol (HIP) [35] and
the Locator/ID Separation Protocol (LISP) [36]. Such efforts try to address the semantic overload of
IP by separating host identifiers from network locators and thus introduce flat namespaces. Similarly,
IP multicast group addresses are, in effect, flat identifiers that do not easily lend themselves to topo-
logical aggregation, resulting in forwarding state requirements that grow linearly with the number of

senders or multicast groups.

The common way to make global network designs to scale is to aggregate the address space so
that state is needed only for each aggregate. This scalability principle is also known as information
hiding [37]. Noteworthy examples include the public switched telephone network aggregation of the
telephone numbering system on geographical location, the Domain Name System (DNS) aggrega-
tion of its hierarchical naming system on zones, and the well-known aggregation of IP addresses on

address blocks, formerly (pre-CIDR), constituting address classes.

The caveat of flat addresses is that they prohibit CIDR-style address aggregation [38], which
is the best current practices for scalable routing and enables the global routing tables to grow sub-
linearly with the number of networks on the Internet. Hence, a common challenge encountered by
new networking paradigms is the need to take forwarding decisions at wire speed (Gbps) based on a
large universe of flat (non-aggregatable) identifiers. Because the decisions need to be taken at high
speed (typically in the order of tens to hundreds of nanoseconds), forwarding elements must use high-
speed memory (typically SRAM), which is more constrained and expensive than other resources in

network elements.

When looking for new means for aggregation to achieve a fast and scalable forwarding plane,
compression appears as a natural technique to find a shorter representation that holds the same infor-
mation as the original. The problem is that flat labels being completely random data strings cannot
be compressed (cf. Pigeon-hole principle [39]). Therefore, the compact forwarding methods under
study will consider the utilization of lossy compression techniques and try to address the question of
whether a practical and correct forwarding machinery can be built on top of one-sided error mecha-

nisms.
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2.2 Relation to Previous Work

The mechanism of a typical packet router can be separated into (i) the control computations (e.g.
routing) which take place in the background, and (ii) the fast forwarding path. Our focus falls in
the latter. The general routing problem in a network consists of finding a routing protocol, or routing
function, or distributed routing algorithms, such that, for any pair of source and destination nodes, any
message from the source can be routed to the destination [40]. When routing a message from a source
to a destination in the network, to decide where to forward the message to, a node relies on the current
context information, which includes its local routing table, the destination address, and the message
headers. As a result of the routing algorithms, network state in form of forwarding information
base (FIB) encoded in forwarding tables is created by the (background) routing and resource control
computations. The resultant in-network memory information enable hardware-assisted fast packet
processing operations, which are relatively costly and difficult to change over time.

In an independent manner from the routing algorithms and upper layer control/signaling planes,
we limit the scope of our problem to revisiting the field of suitable port-forwarding functions i = F'(z)
that result in labeled packets being passed to certain output port(s) {:}. More specifically, we explore
functions of the form F'(I, L, H), where:

I: Information in the packet header
L: Forwarding node local information (network state)

H: Headers-in-headers function (allows adding security functions, loop mitigation, and flexible for-

warding strategies like trial-and-error)

This forwarding scheme is similar to the standard model of Peleg and Upfal [40] and the function
F: Headers-in-port. As we shall see later, in contrast to previous work, this thesis takes a probabilistic
approach to explore new dimensions in the solution space, questioning the traditional triangle of trade-

offs in distributed computation theory:

* Memory space: Routing table size
 Stretch: Path length inflation

* Adaptation costs: Convergence measures, i.e., communication cost (routing updates per topol-

ogy/policy change) plus processing cost to store and process/compute updated memory entries.

While the traditional triangular model works well for host-centric unicast routing and forwarding

systems, we find necessary to introduce subtle refinements in order to (i) match our focus on packet
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forwarding for content-oriented networks with multicast being the basic communication mode, and
(1) account for our probabilistic approach, where we explore solutions that deliver packets over short-
est paths but are subject to unnecessary packet duplication along their way. First, we explicitly add
the packet header information / in terms of bits. Second, we restrict the memory space to the fast
forwarding table size. Finally, we transform the stretch factor into forwarding efficiency to better
account for the multicast mode of communication and the bandwidth penalties of approximate (prob-
abilistic) solutions or eventually larger packet headers. Consequently, we can express the orthogonal

metrics of forwarding as follows:

In-packet information: Packet header size (i.e. comprising forwarding information)

In-network state: Local forwarding table size

Efficiency: Transport network usage extending stretch (i.e. packets taking longer paths than

necessary) with packet duplication (i.e. copies sent over more links than necessary)

Adaptation costs: Convergence measures, i.e., communication cost (signalling per context

change) plus processing cost to store and process/compute updated forwarding table entries.

In previous work, the compact routing problem has been defined with focus on the implementation
of protocols that require a low amount of hardware and amenable to the very-large-scale integration
(VLSI) technologies of the 90°s [41]. The trade-offs between space and efficiency for routing tables
in host-centric networks under deterministic algorithms have been extensively studied over a variety
of topologies and routing strategies [40]. The performance mismatch between the increasing trans-
mission and switching capacity and the slower pace processor and memory speeds of IP routers in the
90’s lead to considerable research in the design of forwarding table compacting techniques [42, 43].
A large body of work is (still) devoted to new algorithms and data structures for IP lookups and packet
classification [44, 45], novel compact representations for structured graphs [46], and techniques for
high-speed packet processing [47, 48, 49]. While previous work is concerned with an efficient im-
plementation of standardized protocols and packet headers around the IP stack, our focus is on new
forwarding paradigms well-suited for content-oriented architectures. Nonetheless, there is a ground
intersection in algorithmic techniques and data structures applicable to the generalized problem of
packet forwarding.

Latterly, compact routing for the Internet [5S0] has become an active field of research seeking
for Internet routing algorithms such that given the full view of the network topology, the trade-off
between routing table sizes and stretch is balanced in the most efficient way. Compact routing algo-
rithms make routing table sizes compact by means of omitting some details of the network topology

in an efficient way such that the resulting path length increase (compared to shortest path lengths, i.e.,



2.3 Compact Forwarding 15

stretch) stays small. In accordance with [50], a routing algorithm is said to be compact if (1) node
address and packet header sizes scale polylogarithmically, (2) routing table sizes scale sublinearly,
and (3) stretch is a constant (i.e. does not grow with the network size). Only recently, the problem
of compact multicast routing has been formulated and studied by Abraham et al. [51], resulting in
the first memory-stretch tradeoff bounds for one-to-many communications. The multicast routing
problem seeks to determine the network node memory requirements for a given routing algorithm
that guarantees packet delivery to multiple destinations. According to [51], a routing scheme is com-
pact if it is memory efficient and its goodness is measured in terms of stretch, i.e., the total network

distance it utilizes compared with the shortest multicast path available.

2.3 Compact Forwarding

Inspired by, but complementary to the field of compact routing, we label our approach to the re-
search problem as compact forwarding, which we frame as “the study of the trade-offs of in-network
and in-packet state of forwarding methods that guarantee the correct delivery of packets in function
of forwarding efficiency metrics.” Our notion of compactness encompasses not only the studies of
the minimal information base to perform memory-efficient forwarding operations but refers also to
the probabilistic approach taken in our studies based on one-sided error-prone algorithmic techniques
and data structures to materialize a forwarding plane for content-oriented networks. By forwarding-
correctness we understand the process of packets being delivered at least to their intended destina-
tions (i.e. the canonical requirement of deliverability of messages [52]) using a finite amount of re-
sources. The finite resource constraint aims at discarding solutions based on naive broadcast/flooding
techniques or solutions prone to infinite loops. The introduction of forwarding efficiency to quantify
the bandwidth efficiency of multicast-capable forwarding methods allows the comparison of alterna-
tive (probabilistic) approaches in the solution space.

In comparison, compact routing is focused on optimal memory-stretch tradeoffs and restrain the
inclusion of full path information in the packet headers (i.e. source routing). Our studies on compact
forwarding techniques are orthogonal to the control plane specifics (e.g. routing algorithms) that feed
the fast forwarding tables and hence determine the resultant stretch factors and adaptation costs. The
goodness of a compact forwarding is measured in terms of — memory and bandwidth — efficiency
rather than stretch. Packets delivered using a compact forwarding technique may use optimal paths
to reach every destination but may consume extra bandwidth due to unnecessary packet duplications.

Hence, we frame our research on the two extreme approaches of compact forwarding as follows:

In-network forwarding state approaches consist of having each forwarding node store a complete

routing table. Each node can then perform independent forwarding decisions as it holds an entry
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for any destination a next-hop/link to which packets for that destination should be forwarded.
The well-known drawback of this approach is the resulting routing table sizes, since each of the
n vertex need to store (n — 1) entries, totaling O(n?log(n)) memory bits. Optimal (stretch 1)
routing schemes for “simple” topologies like trees, rings, complete networks, grids and outer-
planar networks are known to require O(nlog(n)) bits of in-network routing information and
O(log(n))-bit headers [40].

Definition 1: We say a forwarding method is compact if each forwarding table entry

requires less than log(n)-bits per routable object in an n-dimension universe.

Clearly, exact match address lookup systems (e.g. Ethernet MAC forwarding) are not compact.
Compact implementations of the forwarding information base like decision trees may fall as
well into the category of compact forwarding. By extension of the definition above, a prefix-
based forwarding method (e.g. IP longest prefix matching) can be said to be asymptotically
compact if we average the size of each forwarding table entry over the complete universe of

routable objects.

In-packet forwarding state approaches (e.g. source explicit routing) consist of each datagram carry
in its header a (complete or partially complete) set of directives (e.g. path descriptors) along
which the datagram should be forwarded. As a consequence, forwarding nodes only need to
maintain local (reduced) forwarding information (e.g. the identity of its neighbors). The caveat
is that datagram headers need to be of variable size f(n) and still be processed at wire speed

in-packet.

Definition 2: We say a forwarding method is compact if the datagram header size is

of fixed size with independence of the forwarding directives included.

By datagram header size we mean the number of bits required to take the forwarding deci-
sion. In that sense, source routing forwarding schemes based on the concatenation of net-
work identifiers are not compact. Examples include IP source routing options [9] and tunnel-
ing/encapsulation techniques such as IEEE 802.1ah, IP-in-IP, or GRE [53].

This thesis builds around the concept of compact forwarding by researching questions like:

* what is a suitable forwarding substrate for content-oriented networks departing from the host-

centric paradigm of 1P?

» which are the candidate features and data structures of such forwarding planes?
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* what are the dimensions and limits of the solution space, i.e., what is the minimum forwarding

information base (in-network and in-packet) to move data objects at scale?

* can we do better than the fundamental trade-offs of distributed systems theory by introducing

non-deterministic (probabilistic) techniques?

» what considerations and enhancements are needed to build a correct distributed forwarding gear

on top of one-sided error prone forwarding decisions?

2.4 Approach and Contributions

Motivated by the needs of networking at an information layer, this thesis explores new approaches
to the fundamental trade-offs of packet routing to provide forwarding services with scalability, multicast-
friendliness and security in mind. Due to the lack of aggregation capabilities of flat labels and the
compact forwarding goal of seeking the minimal information base to deliver packets at scale, we
have dived into solutions based on error-prone probabilistic data structures providing lossy com-
pression functionality. By exchanging correctness (traduced in forwarding efficiency penalties) for
space/memory time requirements (traduced in reduced information base in packet headers and net-
work nodes), we explore a new dimension in the traditional design trade-off.

Basically, we express the packet forwarding problem as two extreme set membership problems
solved by virtue of the popular data structure Bloom filter named after his inventor Burton Howard
Bloom [54]. The already 40-year-old probabilistic data structure supports element queries for set
memberships and its unique encoding algorithm gives it excellent space/time savings at the cost of
correctness. Being a one-sided error-prone lossy summary technique, Bloom filters are subject to
return false positives upon querying for the presence of an element, i.e., claiming that an element
is present when it was not really inserted. Conversely, false negatives are not possible per design,
Bloom filters always return a correct answer to intentionally inserted elements. By virtue of its hash-
based construction, the functionality of a Bloom filter is independent from the nature (type, size,
structure) of the elements at hand. The accuracy of the membership answers, that is the false positive
performance, depends only on the bit per element ratio (i.e. data structure size m divided by the
number of inserted elements n) and thus provides compact forwarding decisions independently from
the size of the identifier space. As we shall see, the benefits of this probabilistic approach may well
pay off the drawbacks in terms of larger bandwidth consumption due to the usage of extra network
links and larger packet header sizes.

This dissertation makes three sets of contributions: (i) principles, (ii) algorithmic techniques,

and (iii) applications. The first set of contributions includes a collection of generic and technical
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principles useful for designing scalable forwarding mechanisms motivated by the advent of content-
oriented network architectures. The second set includes the conception and application of algorithmic
techniques to cope with the limitations of previous work in probabilistic data structures when used
to build forwarding mechanisms following those principles. Finally, the third set of contributions is
the application of the compact forwarding methods in practical networking architectures, including
an Internet-scale publish/subscribe network architecture, inter-domain multicast, and a scalable data
center architecture.

Many of the contributions of this thesis fall into the category of filling the gap between theory and
practice, i.e., applying theoretical results on probabilistic data structures to solve the performance and
scalability problems faced by network architectures moving packets characterized by a large space of
flat labels. In that sense, we do not provide a holistic solution to the broader architectural problems,
but rather contribute with a set of enablers for the forwarding plane. At the same time, as a con-
sequence of dealing with general purpose probabilistic data structures, the algorithmic contributions

and the proposed methods can be applied to solve other related problems in distributed systems.

2.4.1 Publications

The author’s publications that underpin this thesis can be found in the annex and will be cited
hereafter from [A] to [H]. Figure 2.1 gives an overview of how the publications can be mapped to
the different areas of the contributions. While this thesis is an outcome of my research achievements,
some clarification on the work done in collaboration is needed. The author’s role and contributions to

the publications were as follows:

* Publication A (6 p.): C. Esteve Rothenberg, F. Verdi and M. Magalhdes. “Towards a new gener-
ation of information-oriented internetworking architectures.” In ACM CoNext, First Workshop
on Re-Architecting the Internet (Re-Arch08), Dec. 2008, Madrid, Spain.

— Contributions: The author was the architect of the SPSwitch forwarding engine. He was

responsible for the design and evaluation of the proposed solution.

* Publication B (12 p.): P. Jokela, A. Zahemszky, C. Esteve Rothenberg, S. Arianfar, and P.
Nikander. “LIPSIN: Line Speed Publish/Subscribe Inter-Networkings.” In ACM SIGCOMM 09,
Aug. 2009, Barcelona, Spain.

— Contributions: The author was a member of the LIPSIN architecture design team, with
special focus in the Link ID Tag extensions, the parameter optimization and practical

evaluation of the in-packet Bloom filter data structure.
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Fig. 2.1: Overview of the main topics and publications of the thesis.

Publication C (6 p.): A. Zahemszky, A. Csaszar, P. Nikander and C. Esteve Rothenberg. “Ex-
ploring the Pub/Sub Routing & Forwarding Space.” In IEEE ICC, Workshop on the Network of
The Future, Jun. 2009, Dresden, Germany.

— Contributions: The author contributed to the editorial work of the paper, with emphasis

on the edge switching and integration challenges.

Publication D (6 p.): C. Esteve Rothenberg, P. Jokela, P. Nikander, M. Sirela and J. Ylitalo.
“Self-routing Denial-of-Service Resistant Capabilities using In-packet Bloom Filters.” In 5th
European Conference on Computer Network Defense (EC2ND), Nov. 2009, Milan, Italy.

— Contributions: The author contributed to the design of the Z-formation forwarding method

and was responsible for the probabilistic security analysis.

Publication E (14 p.): C. Esteve Rothenberg, C. A. Macapuna, F. L. Verdi, M. F. Magalhaes
and A. Zahemszky. “Data center networking with in-packet Bloom filters.” In 28th Brazilian
Symposium on Computer Networks (SBRC), Gramado, Brazil, May 2010.

— Contributions: The author was the main architect and prototype co-developer of the SiBF

data center architecture.
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* Publication F (3 p.): C. Esteve Rothenberg, C. A. Macapuna, F. L. Verdi and M. F. Magalhaes.
“The Deletable Bloom Filter: A new member of the Bloom family.” In IEEE Communication
Letters, June 2010.

— Contributions: The author was the designer of the DIBF data structure and responsible for

the simulation-based evaluation work.

* Publication G (16 p.): C. Esteve Rothenberg, C. A. Macapuna, F. L. Verdi, M. F. Magalhaes
and A. Wiesmaier. “In-packet Bloom filters: Design and networking applications.” In Elsevier

Computer Networks.

— Contributions: The author was the leading author of the work and responsible for the
design and practical evaluation of the proposed extensions (performance, security and

deletability) to in-packet Bloom filter designs.

* Publication H (16 p.): M. Sireld, C. Esteve Rothenberg, A. Zahemszky, P. Nikander and J.
Ott. “BloomCast: Security in Bloom filter based multicast.” In proceedings of the 15th Nordic
Conference in Secure IT Systems (Nordsec) 2010.

— Contributions: The author was a member of the design team and contributed to the security
evaluation of the proposed solutions. The author’s contributions to the related work [55]
were the practical implementation issues and the simulation-based evaluation of the inter-

domain permutating iBFs.

2.4.2 Overview of the Achievements

When designing a routing and forwarding system, one has to consider the balance between the
amount of state stored in the network nodes and the amount of information carried in the packet
headers. On one extreme, we can compactly store the forwarding information base (state) in network
nodes that test the incoming packet labels for presence in a next hop destination set. Along this
in-network solution space, we propose a Bloom-filter-inspired port-forwarding engine well-suited
for flat identifiers [A]. On the other extreme, we have explored moving the forwarding state to the
packets themselves by compactly carrying the forwarding directives (i.e. an explicitly defined source
route). This way, forwarding nodes only need to test for membership of their locally maintained
link identifiers in order to take the next hop forwarding decision. Along the in-packet forwarding
information space, we explore probabilistic methods to provide explicit source routing while keeping
fixed-sized packet headers [B,E,H].
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Obviously, a balanced approach where some forwarding nodes are stateful and some are stateless
is not only possible but advisable when aiming at Internet-scale systems. Both extremes allow us
to trade a certain amount of over-deliveries (i.e. duplication of messages over unnecessary links) for
simple, resource-efficient forwarding operations. We let up to the specifics of the network architecture
the precise selection of the sweet points — probably dominated by the technology constraints at the
time — in terms of correctness (i.e. forwarding efficiency), and the amount of in-network and in-packet
state where the benefits pay off the drawbacks.

In the remainder of the Chapter, we provide an overview of the author’s contributions by briefly

presenting the developed concepts and applications of the compact forwarding methods.

In-network compact forwarding on flat identifiers

The goal of our compact forwarding problem is to calculate the set of outports f(I) associated
with a packet labelled by a (flat) identifier /. The challenge is that the output is a function of long,
randomly looking identifiers (e.g. 256-bit hash-based IDs). Storing a mapping between log(I)-bit
identifiers and an output set of (virtual or physical) ports is an expensive proposition. In terms of
time, it is expensive as it can take long time because the keys are long. In terms of space, it is clearly
expensive due to the size of the flat identifiers. To be compact, the implementation of f(I) should
consume less than log(I) bits per entry.

The caveat of flat labels is that, being random data streams, they cannot be compressed, i.e., for the
complete identifier space, there exists no shorter representation that holds the same information as the
original. By operation of the pigeonhole principle,!' no lossless compression algorithm can efficiently
compress all possible data, and completely random data (e.g. assumed for hash-based identifiers)
cannot be compressed. For this reason, many different algorithms exist that are designed either with
a specific type of input data in mind or with specific assumptions about what kinds of redundancy the
uncompressed data are likely to contain.

Due to their independence from the element size or form, hash functions — an old workhorse
of system designers — seem a natural fit to deal with flat identifiers. Unfortunately, perfect hashing
techniques are not feasible either due to the dynamics of the unknown set formed by the forward-
ing identifiers. Moreover, forwarding tables based on hash table implementations that store the key

together with the output next hop value(s) (I, f(I)) are not compact and imply prohibitive fast for-

! Also commonly called Dirichlet’s box principle or Dirichlet’s drawer principle. The formal statement of the pigeon-
hole principle is “there does not exist an injective function on finite sets whose co-domain is smaller than its domain” [39],
i.e., if n items are put into m pigeonholes with n > m, then at least one pigeonhole must contain more than one item. This
principle also proves that any general-purpose lossless compression algorithm that makes at least one input file smaller
will make some other input file larger. Otherwise, two files would be compressed to the same smaller file and restoring
them would be ambiguous.
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warding memory requirements given the large identifier space.

Hence, we explore the field of suitable compression schemes for the forwarding state. We avoid
lossy dictionaries because of their two-sided error that returns both false positives and false negatives.
We start by considering the traditional Bloom filter data structure due to its simplicity and tunable one-
sided error rate that trades speed/memory with correctness (false positive rate). We then investigate
the required variations on the probabilistic data structure to address the issues of the standard design

and meet the goals of a correct packet forwarding machinery.

The SPSwitch - Bloom-filter-inspired port forwarding: = The SPSwitch [A] leverages a packet
classification technique (d-left fingerprint-compressed hash tables [56]) to function as an abstract
switching element with one programmable Bloom filter per output (physical/ virtual links, internal
processes). Due to its hashing-based nature, the switching decisions can be taken at O(1) time and
accommodate various types of packet identifier spaces (e.g., 256-bit content IDs, flat forwarding
labels). Acting as a probabilistic hash table, it returns always the inserted output value and, ad-
ditionally, in rare cases (false positive rate ~ O(1079)) it incurs in extra (non-intended) multicast
operations. Trading of over-deliveries for state reduction and line speed operations is justified given
the small, multiplicative false positive rate of chained switching operations and the data-oriented
paradigm where redundant traffic can be cached and pruned at the edges if no matching subscriptions
are installed. At routing domain boundaries [C], making a switching or mapping decision between
a large flat identifier space and the next routing and forwarding identifier space needs to be efficient
both in space (small high speed memories in forwarding elements) and time (few computation cycles
per packet). The SPSwitch aims at solving this problem: with only a few bits per entry (e.g. 40-50
bits) and independently from the identifier space (e.g. 256-bit flat labels), port forwarding operations
and label switching can be performed in a fast and resource-efficient way.

With the insights that hash-based data structure may play a fundamental role as efficient data
aggregators in network architectures based on non-structured (non-aggregatable) namespaces (e.g.,
self-certified content names, MAC addresses), we moved towards exploring the other extreme of

packet forwarding, namely carrying the routing information state into the packets themselves.

In-packet compact source explicit routing

At the opposite end from the present Internet design lies source routing [57], with its well-known
problems related to packet sizes and security [58]. In strict source routing, the packet’s path is de-
scribed, hop by hop, in the packet header. A single forwarding node does not have to know anything

else than its neighbours; it just picks the next hop node from the packet header and delivers the packet.
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Routable in-packet Bloom filters: By compactly encoding source routes with an in-packet Bloom
filter (iBF) [B], we can address one of the main caveats of source routing, namely the overhead of
having to carry all the routing information in the packet. As a side benefit of this approach to in-packet
compact forwarding, network identifiers are not explicitly revealed to outside observers, neither the
sequence or amount of hops involved. The approach is based on the assumption that there are no
stable end-to-end addresses for the network nodes, for three reasons [B]. Firstly, relying on such
addresses would not contribute to the envisioned benefits in fighting unwanted traffic and empowering
the receivers. Secondly, in a content-oriented architecture, long-lived node addresses should not
be needed. Thirdly, any such (topology-dependent) addresses used as identifiers are detrimental to
the ability of supporting mobility and multi-homing. This way, network nodes may no longer need
long-lived addresses, and to a large part, they may also remain anonymous to most of the network.
However, such node-address-less design generates new kind of problems, especially for routing and

forwarding.

The in-packet Bloom filter (iBF) approach solves the forwarding problem without end-to-end
addressing, using a link-identifier-based approach that combines elements from source routing and
stateful routing, in a flexible way. When used to take forwarding decisions, false positives are trans-
lated into packets being transmitted over additional links than the ones originally inserted. As long as
the false positive rate is low enough, falsely packet duplications can be considered acceptable due to
active caching and the decreasing probability of concatenated false positives over multiple hops. To
encode delivery trees, a set of statistically unique directed links can be formed. So, any forwarding
tree can be seen as a set of unidirectional links. Then, the iBF describing the delivery tree is placed
into the packet header and sent to the network. By checking for certain bit patterns in the header,
each forwarding node tests which of its outgoing links are included into the set. Since this is a sim-
ple binary AND operation, next hop checks can be done parallel in hardware, producing a very fast
forwarding plane. It can be shown that this approach leads to fast hardware-amenable forwarding
decisions at the forwarding nodes [B,E], reduces the possibilities for malicious nodes for sending

unwanted traffic [D], and at the same time has the seeds to scale to Internet-wide dimensions [C].

In general, an iBF [G] is well suited for network applications where one might like to include a
list of elements in every packet, but a complete list requires too much space, and, additionally, the
elements should remain undisclosed. In these situations, a hash-based representation like a Bloom
filter can dramatically reduce space, maintaining a fixed header size, at the cost of introducing false
positives. Example network applications beyond multicast forwarding [B,H][59] include, data-path

security [60], wireless sensor network security [61], IP traceback [62] and loop prevention [63].
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Extensions to probabilistic data structures

Bloom filters may impress by their sheer elegance and performance, and have been widely used in
network applications [64]. Sometimes their application to resolve some problems may be classified
as indiscriminately used tool and there may be better domain-specific alternatives to Bloom filters
under the same parameter space (cf. [65]). Certainly, there is no one size that fits all solution, and the
naive application of Bloom filters for a system critical component like packet forwarding deserves
careful considerations of whether the effects of false positives can be contained and whether there are
alternative or complementary algorithmic solutions.

When applied to the problem of packet forwarding, we encounter the necessity of obeying the
policy of no false negatives, which would put the packet delivery at risk. That is, to be correct,
the forwarding methods should guarantee that packets are being delivered, at least, to their intended
destinations. The amount of consumed resources should be bounded (e.g. no infinite loops), and,
clearly, solutions with the best efficiency should be favored.

In sake of addressing the effects of the one-sided error methods, we have proposed and validated
extensions to achieve a practical, flexible packet forwarding toolbox. The non-deterministic side of
Bloom filters means that the resultant forwarding algorithms may need to make a random choice
among alternatives when it encounters a choice point at which it cannot know which alternative leads
to the desired outcome. It is often the case that the standard Bloom filter data structure is not enough to
achieve the desired system performance (e.g., certain false positive rate or guarantees) or functionality
(e.g., deletions, counters, security).

We have studied in-depth the design space and proposed algorithmic enhancements to the con-
struction of the hash-based Bloom filter data structure. This way, we contribute to the hypothesis that

a correct forwarding machinery can be built on top of false-positive prone decision steps.

Playing with the power of choices: = We fight the randomness of hashing algorithms with a multi-
plicity of choices in the combination of hash functions. By doing so, we empower the application to
pick the best candidate for a certain optimization goal (e.g., less false positives, loop-avoidance) [B].
The strategy of having multiple representations for the same element set enables re-inserting deter-
minism in the one-sided error-prone system by having the candidates tested prior to their use [E].
We use the notion of power of choices [66] and take advantage of the random distribution of the
bits set to 1 to select the iBF representation among the d candidates that leads to a better performance
given a certain optimization goal (e.g., lower fill factor, avoidance of specific false positives). This
way, we follow a similar approach to the Best-of-N method applied in [67], with the main differences
of (1) a distributed application scenario where the d value is carried in the packet header, and (2) the

best candidate selection criterion is not limited to the least amount of bits set but includes optimization
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criteria specific to packet forwarding policies (e.g., loop-freeness, avoid costly links).

Having “equivalent” iBF candidates enables to define a selection criteria based on multiple ob-
jectives. To address performance by reducing false positives, we can select the candidate iBF that
presents the best posterior false positive estimate (fpa-based selection). If a reference test set is
available to count for false positives, the iBF choice can be done based on the lowest observed rate
(fpr-based selection). Another type of selection policy can be specified to favour the candidate pre-
senting less false positives for certain “system-critical” elements (element-avoidance-based selection)

or other iBF optimization goals, for instance, element deletability as explored in [G].

DIBF - The deletable Bloom filter:  Under some circumstances, a desirable property of iBFs is
to enable element deletions as the iBF packet is processed along the network. For instance, this is
the case when some inserted elements are to be processed by only one networking element (e.g., a
node / link identity within a source route) or bit space for new additions is required. Unfortunately,
due to its compression nature, the bit collisions hamper naive element removal unless we want to
introduce false negatives into the system. To overcome this limitation (with high probability), so-
called Counting Bloom filters [68] were proposed to expand each bit position to a cell of c bits.
Each bit vector cell acts now as a counter, increased on element insertion and decreased on element
removal. As long as there is no counter overflow, deletions are safe from false negatives. The caveat
is the c times larger space requirements, a very expensive price for the tiny iBFs under consideration.

We have designed the deletable Bloom filter (DIBF) [F], a new Bloom filter variation based on
the novel idea of compactly encoding the information of where collisions happen when inserting
elements. The DIBF enables false-negative-free deletions at a fraction of the cost in memory con-
sumption. Depending on how much memory space one is willing to invest, different rates on element
deletability and false positives can be achieved. The DIBF is well-suited for other use cases where re-
constructing the filter upon set membership changes is either infeasible or too costly. For standalone
applications, removal of element fingerprints is commonly desirable for functionality or optimization
purposes. For distributed applications, a deletable filter can be thinned out as queried elements are
processed in order to (i) avoid repeated matches upfront, (ii) reduce false positives, and/or (iii) enable

fresh bit space for new additions.

zFormation - Secure Bloom filter constructs:  The hash-based nature of Bloom filters provides
some inherent security properties to obscure the identities of the inserted elements from an ob-
server/attacker. However, we have identified a series of use cases where extra security means are
desirable. For instance, an attacker can deduce by simple iBF inspection whether two packets contain

an overlapping set of elements (e.g. network paths). Considering another threat model, an attacker
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may wait and collect a large sample of iBFs to infer some common patterns of the inserted elements.
In any case, if the attacker has knowledge of the complete element space, it can certainly test for
presence of every element and obtain a probabilistic answer of what elements are carried in the iBF.
The main idea of the zFormation function [D] is to bind the Bloom filter operations (insert and
query) to an invariant of the packet (e.g., a packet identifier, packet payload, etc.) and a distributed
shared time-based secret. Basically, we want to make the inserted elements packet-specific and ex-
pirable. By obscuring the actual inserted elements, an iBF becomes meaningful only if used with
the specific packet, avoiding the risk of an iBF replay attack, where the routing iBF is placed as a
header of a different packet. By additionally binding the iBF generation and query operations to a
time-variant secret, we can turn the iBF expirable and useless after some period of time. Applying
these ideas to the iBF-based source routing architecture we can secure the data forwarding plane
against Distributed Denial-of-Service attacks [D]. The resulting forwarding identifiers can act simul-
taneously as path designators, i.e., define which path the packet should take, and as capabilities, i.e.,
effectively allowing the forwarding nodes along the path to enforce a security policy where only
explicitly authorized packets are forwarded. The compact representation is based on a small Bloom
filter whose candidate elements (i.e. link names) are dynamically computed at packet forwarding time
using a loosely synchronized time-based shared secret and additional in-packet information (e.g., in-
variant content or flow identifiers). The capabilities become thus expirable and flow-dependent, but
do not require any per-flow network state or memory look-ups, which are traded-off for additional,
though hardware-amenable, per-packet computation. Hence, the proposed compact forwarding ap-
proach takes the in-network state requirements down to near-zero-state, since the core forwarding
decision is based on a pure computational operation rather than based on memory-based forwarding

table lookups.

Practical Applications in Network Architectures

Our final set of contributions include the experimental validation in practical network architectures
of the hypothesis that one-sided error-prone forwarding algorithms are not only feasible in practice
but may carry benefits largely paying the potential effects of false positives.

The idea of iBF-based forwarding was initially conceived for the information-centric networking
requirements of an Internet-scale publish/subscribe architectural proposal [B, C]. Multicast-capable
iBFs can be formed by collecting enough topology information and then used to form the delivery
trees to forward packets from the data sources to their sinks. For instance, the topology information
can be gathered on demand by the flow/communication initiation packets (e.g. multicast join mes-
sages [H]) or can be managed in a more central approach like the distributed path computation entities

of (G)MPLS (cf. [69]). Following the same rationale of a managed network control environment, we
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have applied the notion of iBF forwarding in data center networks to provide a scalable and flexible

packet forwarding service below the IP layer.

SiBF - Switching with in-packet Bloom filters :  Motivated by the unprecedented scale, cost, and
control requirements of cloud data center networks, we have designed and implemented SiBF [E], a
data center network architecture based on the stateless forwarding service provided by iBF encoding
source routes and carried in the Ethernet MAC fields. SiBF follows an identifier/locator separated
approach where IP addresses act solely as identifiers and oblivious routing is provided by randomly
using iBF-encoded routes between the communicating endpoints (e.g. virtual machines). Our de-
sign borrows characteristics from a few novel data center network designs, for instance building upon
proven interconnection topologies (e.g. Clos networks) and reliance on logically centralized con-
trollers (e.g., Ethane [70], Fabric Manager [71], Directory Service [72], NOX [73]). Compared to
related work, one key difference of our work is the provision of a forwarding primitive based on an
iBF expedited by what we call a new entity in the data center: the Rack Manager (RM). The RM
follows a direct network control approach (cf. 4D [74]) to transparently provide the networking func-
tions (address resolution, route computation) and support services (topology discovery, monitoring,

optimization) to unmodified (physical and virtual) servers behind Top-of-Rack (ToR) switches.

Forwarding in SiBF addresses the issue of having a system with two mutually conflicting re-
quirements: (1) flat (non-hierarchical) Ethernet addresses, and (2) aggregation. While our approach
initially seems to open another vector of the design space, namely potential efficiency penalties due
to false positives resulting in some packets unnecessary using some extra links, the proposed solution
is free from false positives by exploiting the power of choices along two dimensions: (1) multiple
paths, and (2) multiple iBF representations. The former strategy consists of simply having the iBFs
tested for false positives prior to their use, i.e., RMs maintain a ToRsrc-ToRdst routing matrix filled

only with false-positive-free iBFs (one iBF per available path).

The proposed solution makes better use of the 96-bit space of source and destination MAC ad-
dresses without sacrificing the nice plug and play properties of random Ethernet MAC addresses. To
our benefits, the “Bloomed” MAC identifiers do not incur in encapsulation or shim-header overheads.
Additionally, the iBF-based fine control over the path travelled by packets enables load balancing
schemes to avoid hot spots by bouncing off traffic flows to intermediate switching elements, or ex-

plicit control over a sequence of middlebox services (e.g., firewall, SSL offloaders, DPI).
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2.5 Summary

This chapter introduced the motivation for this thesis and presented the research problem around
the concept of compact forwarding in the context of content-oriented networking paradigms. The
scope of the research problem was restricted to suitable compact port-forwarding functions and the
relation to previous work was discussed. Finally, the main contributions of this thesis were introduced
by giving an overview of the author’s publications and the compact forwarding methods therein.

In the next chapter, essential background on the original Internet architecture and its evolution
is provided. The discussion on related work includes the ongoing efforts towards content-oriented

network architectures, and a review of probabilistic data structures used in network applications.



Capitulo 3
Background

This chapter lays the fundamental background on the architectural principles of the Internet, its
evolution, the roles of the control and data planes, and the research efforts towards future Internet
architectures. Then, the rationale behind content-oriented networking is introduced as a new paradigm
with profound implications on naming, routing and forwarding. Remarkable proposals along this
trend are presented with special focus on the approaches and challenges of content-oriented packet
forwarding. The review of related work would not be complete without surveying the state of the
art of probabilistic data structures with special attention to the proposed variations and networking

applications of the Bloom filter data structure.

3.1 Principles and Evolution of the Internet Architecture

The Internet was not built in response to popular demand, real or imagined; its sub-
sequent mass appeal had no part in the decisions made in 1973. Rather, the project
reflected the command economy of military procurement, where specialized performance
is everything and money is no object, and the research ethos of the university, where ex-
perimental interest and technical elegance take precedence over commercial application.
This was surely an unlikely context for the creation of what would become a popular and

profitable service.
“Inventing the Internet” by Janet Abbate, 1999

The Internet — the collection of linked network elements and distributed systems that enable
global communications — is an ever growing success that has transformed the way businesses are

done and how people socialize. In brief, the big transformation is the emergence of an ubiquitous

29



30 Background

information platform, democratized in a way that people and machines can generate and consume
content in an unprecedented manner, ultimately becoming the enabling global communication infras-

tructure of what has been recently touted as the fifth Utility, i.e., cloud computing.

Over 500 million end devices and 30.000 autonomous systems are connected today. The number
of connected endpoints, is expected to grow at a high pace with the progress of IP-enabled mobile
technologies (3G, 4G), the end of the digital divide, the advent of the Internet of Things (sensors,

actuators, daily objects), and the proliferation of virtual machines in geo-distributed data centers.

The original Internet architecture was built around a host-to-host communication model, and is
perfectly suited for applications, such as file transfer and remote login, that focus on conversations
between pairs of well-known and stationary hosts. The basic architectural principles included end-
to-end addressing, global routability, and a single namespace of IP addresses that could serve simul-
taneously as locators and host identifiers. A second namespace of Fully Qualified Domain Names
(FQDN) was later added, and the Domain Name System (DNS) was developed to map between such

names and addresses.

Astonishingly, the ‘heart’ of the Internet architecture, i.e., the Internet Protocol Suite, is almost the
same as what Internet pioneers projected as part of an experimental research project to provide inter-
connection between a few heterogeneous computer networks. More than 30 years have passed since
the specification and implementation of the single network layer protocol [8] that today underpins the

converged communication infrastructure hosting these days’ World Wide Computer.

The initially monolithic Transmission Control Program [6] was later divided into a layered archi-
tecture consisting of the Transmission Control Protocol (TCP) [1] at the connection-oriented layer
and the Internet Protocol (IP) [9] at the connection-less internetworking (datagram) layer (see Fig-
ure 3.1). With the insights of running code at scale, the central algorithms of TCP were devised [75]
and after several revisions, the latest specification of TCP [76] contains the protocol operations along

four intertwined algorithms: Slow-start, congestion avoidance, fast retransmit, and fast recovery.

Protocol Layering
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Fig. 3.1: IP Suite Protocol Layering. Source: [1]
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Along this journey, many ideas were added and dropped (e.g., variable address lengths). Once
the specification was implemented and broadly adopted, it has shown to work good enough [19] to
cope gracefully with all the changes below (e.g., link layer speeds and capabilities) and above the IP
waist (e.g., real-time voice/video/gaming, content overlays, application-level multicast, etc.). As a

consequence of its own success, attempts to change the core of the Internet protocol suite have failed.

Once turned into a commercial artefact to transport money rather than packets, numerous consid-
erations have appeared including security and scalability issues. As a side effect of being commercially-
driven and de-centralized, changes in the core require global deployments justified by the right in-
centives for all players. This process has been described by the National Research Council [77] as
ossification, i.e., or inability to change, in multiple dimensions: intellectual (pressure for compati-
bility with the current Internet risks stifling innovative intellectual thinking), infrastructure (ability of
researchers to affect what is deployed in the business-driven core infrastructure), and system (lim-
itations in the current architecture have led to shoe-horn solutions that increase the fragility of the

system).

The lack of industry motivation to implement risky changes have been noted by networking re-
searchers as the main non-technical challenges associated with deploying various flavors of Quality
of Service (QoS), IP Multicast, and IPv6. In the case of the later, the most recent specification for the
next generation network layer protocol has been waiting for deployment since 1998. Only recently,
some signs of adoption can be highlighted, but still the overall IPv6 traffic in Internet backbone and
regional ISPs accounts for only a fraction of the total Internet traffic. Among the show-stoppers of
IPv6 lays the success of carrier-grade NAT solutions, which despite clouding the end-to-end signifi-
cance of IP addresses have proven to be useful in (i) extending the life of the IPv4 address space, (ii)
helping in contain security threats, and (iii) assisting renumbering procedures. It can be also argued
that the lack of incentives for IPv6 may be also a consequence of the inherent resembleness to [Pv4,

i.e., carrying many of the IPv4 mistakes or inadequacies to today’s use of the network.

Similar difficulties apply to the Border Gateway Protocol (BGP). Established as the de facto stan-
dard for inter-domain routing, being multi-domain/provider requires almost a global-scale, synchro-

nized protocol update in case of changes that are not backwards-compatible.

In the case of IP multicast, many multicast routing protocols have been proposed since its con-
ception in the early 90’s, see comprehensive surveys [78, 79]. A number of theories, both technical
and business based, have been proposed to explain why inter-domain multicast has not yet seen de-
ployment [80, 81, 82]. The proposed reasons include the lack of control for who can receive, the
knowledge of the number of receivers at the source, and the lack of incentives of upstream providers

to reduce the amount of monetized traffic.
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At the same time, the beauty of the flexible design of the Internet is that it has enabled numerous
evolutionary ‘patching’ approaches to emerge without having to change the network infrastructure.
Indeed, it is being argued that the Internet is a victim from its own success. Many ad-hoc and patches
solutions have been and are being developed. These include middleboxes like firewalls, NATs, Mo-
bile IP home agents, and security protocols like IPSEC or TLS. Furthermore, we are assisting to an
increase of overlay networks for content distribution like P2P systems and CDNss.

Despite all the non-driving forces, the sense that the Internet suffers from design issues that could
be solved on the whiteboard, has and still motivates more fundamental research on global-scale net-
worked systems, specially as new spins to rethink the Internet emerge (cf. content-orientism in Sec-
tion 3.2). Similarly as how IP was initially conceived as an overlay on top of the telephone system,
researchers are trying the Tantalus task of devising whether today’s Internet overlays could be the

precursors of the so-sought future generation Internet architecture.

3.1.1 The role of the Control and Data Planes

What you need is that your brain is open. — Paul Erdos

Networking systems are commonly decomposed into functional modules, which are organized
into groups or “planes.” The network architecture defines how these (protocol) functions are placed
at different points in the network (e.g., end-systems, access/core routers, servers, clients, overlay
nodes, etc.). Functional correctness and efficient coordination between different functions typically
requires the maintenance of shared information across time — commonly called “state” — at various
nodes and in packet headers. See [83] and [84] for a comprehensive discussion on the principles and
guidelines of network architectures. As observed by Rexford et al. [85], the broad organization of

functions into planes can be dictated by the following time- and space-scales:

Data plane functions are those that operate at line-speed time-scales and involve packet handling
primitives (e.g., congestion control, reliability, encryption). For example, the data plane (also-
called forwarding plane) performs packet forwarding (e.g., longest-prefix match on destination
IP field to decide on the egress interface to the next hop), as well as the access control lists
(ACLs) that filter packets based on rules defined on the header fields. Additional functions of
the fast data plane include tunneling, queue management, and packet scheduling. In terms of

spatial scales, the data plane is local to an interface card of a single router.

Control plane functions happen at a longer time-scale and enable data plane functions. The con-

trol plane consists of the network-wide distributed algorithms that compute parts of the state
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required for the data plane (e.g., routing, signaling, name resolution, address resolution, traf-
fic engineering). For example, the control plane includes BGP update messages and the BGP
decision process, as well as the intra-domain routing protocols such as OSPF, its link-state ad-
vertisements (LSAs), and the shortest-path routing algorithm (e.g., Dijkstra). As a result of
these protocols the forwarding table (FIB) that determines the data plane packet forwarding is
generated. Control plane functions include all type of signaling protocols (e.g., MPLS, RSVP,
ATM PNNI signaling, telephony/X.25/ISDN) that associate global identifiers (addresses) to lo-
cal state (e.g., labels, resources). Moreover, end-to-end signaling (e.g., SIP, TCP and IPSEC
connection setup) belong also to control plane functions that setup data plane enabling state.
Name resolution based on DNS is also a control plane function that maps names to addresses
and enables end-to-end data plane activities. Control-plane functions may be data-driven, i.e.
triggered by a data-plane event (e.g., ARP, DNS), or be purely control-driven and operate in the
background (e.g., OSPF).

Management plane functions deal with monitoring, management and troubleshooting of networks
and work at an even larger time-scale than control plane functions — as they typically involve hu-
man interactions (e.g., manual configurations). The management plane centralizes and analyzes
measurement data from the network (e.g., SNMP, active probes, tomography) and generates the
configuration state on the individual routers. For example, the management plane collects and
combines Simple Network Management Protocol (SNMP) information, traffic flow records,
OSPF LSAs, and BGP update streams. Network management tools that configure OSPF link
weights and BGP policies following traffic engineering goals would be part of the management
plane. Similarly, a system that analyzes traffic measurements to detect intrusion attempts or
denial-of-service attacks and react by accordingly configuring ACLs to block malicious traffic

would be part as well of the management plane.

In today’s IP networks, the data plane operates at the time-scale of packets (Gbps) and the spatial
scale of individual network elements (switches/routers), the control plane operates at the time-scale
of seconds — commonly with a partial view of the network (e.g., an OSPF area), and the management
plane operates in a centralized fashion at the time-scale of minutes or hours and the spatial scale of
the entire network.

Recent re-architecting proposals suggest shifting or consolidating functions from one plane to the
other (e.g., the 4D architecture [74, 85, 86]). For instance, functions involving the decision process of
the distributed control plane (e.g., BGP routing) could be merged into the management plane for the
sake of stability, responsiveness and functionality of routing. As observed by Feamster et al. [87], the

growth of the Internet has introduced considerable complexity into the global routing infrastructure,
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with features being added to BGP to support more flexibility at a larger scale. Arguably, this com-
plexity has made routing protocol behaviour hardly understandable, increasingly unpredictable, and
error prone [88]. Disaggregation of router functionality, and in particular the separation of control
plane functions from forwarding functions, is a current trend in new generation routing architectures.
In an IP world, separating routing from forwarding [87] means IP “routers” becoming “lookup-and-
forward” switches to forwarding packets as rapidly as possible without being concerned about path
selection — a task that can be arguably outsourced to a centralized management environment.

On a related track, enabling some degree of network programmability by centralized controllers
has been the very sought holly grail of network infrastructure providers. Efforts to this goal can be
dated back to the 90’s and the efforts in programming telecommunication networks [89], including
the OPENSIG community, IEEE 1520, MPOA (Multi-protocol over ATM), GSMP (General Switch
Management Protocol) RFC3292, the active network research thread [90], and more recently, ongo-
ing work on the IETF ForCES (Forwarding and Control Element Separation) protocol [91] and the
OpenFlow initiative [92]. Basically, the OpenFlow protocol specifies a standard way for control-
ling packet forwarding decisions in (remote) software while keeping the hardware vendors in charge
of the device implementation. This separation of concerns leads to a promising combination (aka
software-defined networks) of the programmability of general purpose PCs — implementing an evolv-
able and customizable control plane — with line-speed commercial networking hardware taking care
of the fast data plane functions (e.g., port-forwarding, header re-writing) based on cached control
plane decisions.

Another promising line of work advocates for the introduction of a knowledge plane [93] as an
intermediary plane that holds knowledge of the network resources (such as topologies and more) in

order to reason about failures and enabling thereby novel network management capabilities.

3.1.2 Placement of Functions and State

A circuit is just one long packet — “Patterns in Network Architecture” by John Day,
2008

The basic division on where to place networking functions are “end-systems” (i.e., Internet hosts)
and “network elements” (i.e., routers, switches, etc.). Certain control-plane functions (e.g., routing
protocols) and their associated state variables (e.g., routing tables) are placed in the network (L3) and
largely in the network elements. In contrast, end-hosts usually have simple default routes (L3 state)
but are best suited to implement per-flow functions like reliability at the transport layer (L4).

This choice of function placement is commonly referred to as the End-to-End (design) principle.

The End-to-End argument — originally formulated by Saltzer, Reed and Clark [94] — suggests that
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specific application-level functions usually cannot, and preferably should not, be built into the lower

levels of the system (i.e., the core of the network). The explanation is stated as follows in the original

paper:

“... functions placed at low levels of a system may be redundant or of little value when

compared with the cost of providing them at that low level... ”

With the communication version of the End-to-End argument being (for the example of providing

reliability):

“The function in question can completely and correctly be implemented only with the
knowledge and help of the application standing at the endpoints of the communications
system. Therefore, providing that questioned function as a feature of the communications
systems itself is not possible. (Sometimes an incomplete version of the function provided

by the communication system may be useful as a performance enhancement)... ”

Hence, the End-to-End argument implies that several functions like reliability, congestion control,
session/connection management are best placed at end-systems (i.e., performed on an end-to-end
basis), while the network layer remains in charge of functions which it can fully implement (i.e.,
routing and datagram delivery). As a result, end-points are intelligent terminals in control of the
communication while the forwarding layer of the network is kept simple.

The End-to-End argument has been (and still is) subject to multiple mis-interpretation and heated
debates. The root of those conflicting views and the issues with the End-to-End principle is probably
that it was conceived at a time and for the sake of very different technological and economical con-
siderations compared to what we have today. Over the last decade, new requirements have emerged
for the Internet and its applications. In order to meet these various requirements, certain stakeholders
have arguably opted for the addition of new mechanism in the core of the network. Examples of those
emerging requirements include [95]: (1) operation in an untrustworthy world, (i1) more demanding
applications (e.g., real-time audio/video), (iii) ISP service differentiation, (iv) the rise of third-party
involvement, (v) less sophisticated users.

Back to the role of the control and data planes and the distribution of functions and state, the
End-to-End argument is well reflected in the state required for routing and forwarding being fully
distributed and placed at every router and the end-system, i.e., ““... placing functions (and state) at

b

the lowest system level where they can be completely and correctly implemented...”. Noteworthy,
routing state maintained at end-systems is minimal (i.e., a default route) compared to the per-flow

TCP state at end-systems. In the case of TCP, the system state consists of TCP protocol parameters
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(e.g., window size, RTT estimate, slow-start threshold) as well as application-level data such as user

ID, session ID, and authentication status.

Hence, a connection-oriented protocols like TCP over a connection-less network protocol like
IP do not require on “per-connection” or “per-flow” state at routers, i.e., the network is stateless on
a per-flow basis. Routing protocols need to maintain routing state in form of routing tables inside
the network to facilitate forwarding. Unlike the signaled state of circuit-oriented approaches, routing
state is an example of “soft state” maintained by the control plane protocols running in the background
(e.g., routing protocols like OSPF). Frequent changes and aging of this soft state information are part
of the normal operations. In Ethernet for instance, ARP table entries are timed out unless refreshed.
This approach contrasts to the telephony-oriented design of virtual circuits over packet networks such
as X.25, ATM, and frame relay, where switches maintain “hard” forwarding state for each active

virtual circuit.

The growth and manageability of the routing tables of backbone routers has lead to an increasing
concern calling for routing alternatives to alleviate the routing scalability problems by, e.g., reconcil-
ing the roles of network locator and identifier of IP as proposed by the Locator/ID Separation Protocol
(LISP) [36]. In addition, various algorithms have been proposed in the literature including the dy-

namic re-assignment of network addresses and techniques for compact IP forwarding tables [42, 43].

A large body of work on so-called compact routing schemes [50, 96, 97, 98, 99, 100] has studied
the tradeoff between space and time of routing schemes. Space can be generally expressed in terms
of packet headers in messages and routing table size at network nodes, while time can be given in
terms of the computation required to select next-hop nodes and the length (or cost) of the actual
network paths between senders and receivers. This is commonly known as the space-stretch tradeoff
that dictates the relation between routing table size and route length of any routing scheme [101].
Kleinrock and Kamoun [102] were first in showing how hierarchical node addressing could produce
highly scalable routing tables, which is the basis of CIDR and OSPF/ISIS. Peleg and Upfal [40]
pioneered the studies on the fundamental tradeoffs for routing tables in general networks. They
provided tight upper and lower bounds for the tradeoff on routing table size and stretch factors for

universal routing schemes, that is, compact routing schemes applicable to arbitrary networks.

Shortest-path routing approaches represent one extreme approach as it only optimizes the route
length while the routing table size grows linearly with the network size. Compact routing refers to
design space of routing schemes with optimized space-stretch tradeoffs. Optimal universal compact
routing schemes are able to reduce the routing table size down to O(sqrt(n)) per node at the cost
of a three-fold increase in stretch. Better results [50, 97, 99] can be obtained exploiting the actual
structure of operational networks where a power-law degree distribution is common, i.e., few nodes

have a very high degree and many have a low degree.
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Only recently, Abraham et al. [51] have opened the research front on distributed compact multicast
routing schemes seeking tradeoffs between storage and space for various problems in one-to-many
communications. While memory is defined as in the unicast, the stretch factor represents the cost of
the compact multicast route and the cost of a Steiner (optimal) tree between the same set of target
nodes. The several variants of the problem studied in [51] include: (i) labeled — in which polylog-
arithmic node names can be assigned, (ii) name-independent — in which node names are arbitrarily
chosen, (ii1) dynamic — in which nodes dynamically join and leave the multicast service and the goal
is to minimize as well the total cost of control messages needed to maintain the tree. The memory
requirements of a compact multicast scheme is defined as in the unicast problem. However, stretch is
re-defined as the maximum, over all choices of source nodes and sets of destination nodes, of the total
weight of edges used by the algorithm to deliver the packet to all target nodes, divided by the weight
of the minimum Steiner tree with the same set of destinations. Packet headers are allowed to include
a list of all destinations, but are restrained, as in the unicast case, from including full path information

in a source route approach.

Indeed, packets themselves are another possible location to place (routing) state in addition to
end-hosts or network nodes. The idea of adding information to packet headers to make packet pro-
cessing easier [103] is as old as the historical debate between connection-oriented and connectionless

networking technologies [104].

In a source routing approach [57], the source specifies the partial or complete path that packets
are supposed to take through the network. A common implementation (e.g., IP source routing [105],
Dynamic Source Routing in wireless ad-hoc networks [106]) consists of packet headers containing
a list of addresses, which potentially incurs in high overheads. In signaled architectures like ATM
or MPLS, source routing requires an explicit mapping to local state information (e.g., MPLS labels,
ATM VCI/VPI) using the signaling protocol (e.g., RSVP, MLD). A noteworthy hybrid approach pro-
posed in the late 90’s is IP switching [107], which aimed at taking the advantage of the robustness
and scalability of connection-less IP, and the performance (speed, capacity) of ATM switches. The
main idea behind an IP switch was a software-based IP router control plane attached to proven switch-
ing hardware and the ability to cache routing decisions in switching hardware. To be beneficial, IP

switching required a mechanism (algorithm) to associate long-living IP flows with ATM labels.

Noting that state in protocol stacks limits scalability (i.e., servers need to commit per-client re-
sources), Trickles [108] proposes a TCP-like transport protocol that enables pushing encapsulated
state from the server to the client, so that system state is kept entirely on one side of the network
connection. Additional benefits of this stateless network protocol based on self-describing packets
carrying encapsulated per-connection server state include the ability to replicate and migrate services

between servers and the avoidance of many types of denial-of-service attacks. The security implica-
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tions transforming statefull protocols into ‘stateless connections’ by including protocol state in the
packets themselves has been described in a general framework by Aura and Nikander [109]. Yet
another example of moving state to packets is the per-packet dynamic state QoS approach in [110],
where QoS requirements are specified in each packet rather than based on out-of-band signaling to-
gether with complex queuing and resource reservations mechanisms at routers.

Trading packet headers for packet processing [103] argues for a series of mechanisms to add in-
formation to packet headers to speed up packet processing. More precisely, Chandranmenon and
Vargheses propose three mechanisms based on this principle: (i) source hashing — where the source
adds a random label acting as a probabilistically unique hash key field (similar to IPv6 Flow La-
bel [111]), (2) threaded indices — where packets carry per hop index for each destination, and (3)
a data manipulation header with information required for data processing (e.g., destination buffer
names, encryption keys) and dispatch (e.g., destination process IDs).

Following the same principle, Bremler-Barr ef al. [112] propose a distributed IP lookup based on
adding a “routing clue” to each packet. The so-called clue consists of additional bits in the IP header
(5 in IPv4, 7 in IPv6) to tell downstream routers where the last IP lookup ended in terms of longest
prefix match. This way, the IP lookup work gets distributed. The idea of passing a clue within packets
in a way that routers can share what they have learned from a packet with succeeding routers may
have other generalizations and applications in different domains (e.g., distributed packet classification
for QoS or firewall purposes). In IPv6 [113], a 20-bit Flow Label field [111] has been specified to be
used by a source to label those packets with special handling requirements by IPv6 routers, such as
non-default quality of service or “real-time” service, or as a pseudo-random flow identifier suitable
for use as a hash key by routers to look up the associated flow state. !

While source routing has appealing properties in terms of reduced in-network state requirements
and explicit path control, there are important shortcomings that have limited the wide adoption of
source routing and multi-path routing in multi-domain, connection-less networks. The traditional
downsides of source routing include the inefficient coding of source routes (overheads in every
packet), the requirement of global routing information at sources, the lack of incrementally deploy-
able strategies, required signaling upon topology changes, and a number of security issues [57, 58].

Despite the extensive adoption of IP communications, the tension between connection-oriented
and connection-less networking techonologies is still alive [104]. Connection-oriented technologies
are a fundamental underpinning in today’s data network layers below IP. The most recent trends in
achieving fast forwarding and enhanced packet transport services include the GMPLS [115] control
capabilities to Ethernet data plane and determine the behaviour of the IP layer on top of these new
solution(s). GMPLS controlled Ethernet Label Switching (GELS) is a clear example of the demand

'See [114] for a recent draft document discussing use cases and issues of the [Pv6 flow label.
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for flexible and flow-oriented efficient transport over any link layer. Like other technologies in the
past, by separating control and forwarding plane, GMPLS introduces more flexibility and important
performance gains due to the pure hardware fast label switching technology.

In general, any packet forwarding approach can be classified into four strategies [116]:

1. Modify both router forwarding state and forwarding information in packet headers (e.g., most
Active Network proposals [90, 117]).

2. Modify router state but not packet headers (e.g.,““active storage” type of networks [118]).

3. Modify packet forwarding information but not routing state (e.g.,i3 [119], NATs and middle-
boxes in general i.e., DOA [17]).

4. Modify neither router forwarding state nor packet state (e.g., original IP).

As discussed by Popa, Stoica and Ratnasamyl [116], each class poses different trade-offs between
flexibility and security. For instance, allowing data packets to modify router forwarding state opens
significant security risks. At the limit, an application could implement complicated distributed pro-
tocols (e.g., routing protocols) whose safety would be notoriously hard to verify. As a consequence,
the first two, active-networks-like approaches are commonly disconsidered for public Internet-scale
deployments. In contrast, the last strategy (no state modification at all) offers limited flexibility, as

users (end-users, network operator) have no control on packet forwarding.

3.1.3 Towards the Future Internet Architecture

There is nothing more difficult to take in hand, more perilous to conduct, or more

uncertain in its success, than to take the lead in the introduction of a new order of things.

- Niccolo Machiavelli, The Prince (1532)

Dated back to 1991, Request for Comments 1287 [30] is probably the first holistic effort “Towards
the Future Internet Architecture.” Lead by the Internet Engineering Task Force (IETF) — famous for
its motto of running code and rough consensus — the Internet community recognized the need for a
major discussion of Internet architectural issues.

In addition to contributing the historical debate on the relevance of the TCP/IP with respect to the
OSI protocol suite, several important areas for architectural evolution were identified and coarse-grain
research agenda was proposed around (1) routing and addressing, (2) multi-protocol architectures, (3)
security architecture, (4) traffic control and state, and (5) advanced applications. As a consequence

of this call for action, during the next 5 to 10 years multiple protocols were developed to address
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the acknowledged issues, including extensive work on providing a QoS-oriented service model for IP
networks [31].

It is worth to note that many of recent hot topics in network research were already devised at that
time. For instance, resembling modern location/identifier split approaches, RFC 1287 contemplates
the possibility of including a 64 bit field as a “flat” host identifier together with a mapping service be-
tween the host id and the Autonomous System (AS) or the Administrative Domain (AD). Moreover,
research directions on further means for aggregation suggested to consider routing on ADs. Other re-
markable suggestions include support to in-network store and forward services in the spirit of DTNs
or even the provision of a Global File System, in line with the current trend in content-centric net-
works. More along the requirements of the latter appears when a new definition of the Internet was

proposed based on a new unifying concept [30]:

“Old” Internet concept: IP-based. The organizing principle is the IP address, i.e., a common net-
work address space.

“New” Internet concept: Application-based. The organizing principle is the domain name system

and directories, i.e., a common - albeit necessarily multiform - application name space.

This early form of name-oriented identifier/locator separation suggests changing the coupling
of “connected status” from the traditional IP address (i.e., network numbers) to names and related
identifying information contained in the distributed Internet directory (i.e., DNS).

Saltzer [120] was one among the firsts that recognized the requirement of having clear distinctions
among network elements; the most common, and least practiced, of these distinctions is between a
host identifier and its address. With dynamic bindings at multiple levels, names of objects can become
location independent and some naming architectures support different types of mobility (e.g., nodes
or services) and the notion of indirection [121] or delegation [122].

During the past decade, so-called future network research (mainly by the academia) has prompted
creative architectural proposals, such as LNA [122], FARA [123], Plutarch, Triad [124], i3 [121],
SNF, TurfNet, IPNL [125] and NodeID [126], among others. At the core of these new generation
network architectures are naming and addressing frameworks that are significantly more flexible,
expressive, and comprehensive than the Internet hierarchical IP address space. These naming frame-
works are key components that enable advanced inter-networking capabilities, such as multi-homed
mobility, dynamic composition of networks, or delay and disruption-tolerant (DTN) communication.

A common approach adopted by most of the new architectures includes the identifier and locator
split with the intrinsic benefits for mobility, multi-homing and security, the last due to the coupling
between the identifier and the hashing of a corresponding public key [35]. These approaches recover

the original Internet end to end transparency with the end host being the most important element in
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the sender-controlled IP architecture. One of the main consequence of this model is the huge power
given to the sender side, that by knowing the destination identifier (i.e., network locator), is able to
send unwanted traffic to the receiver side.

Researchers and visionaries around the world have claimed the need to rethink the Internet (r)evolution.
The so-called ‘clean slate’ approach has its roots in a research program at Stanford University? and

places two basic questions:

a) with what we know today, if we were to start again with a clean slate, how would we

design a global communications infrastructure?

b) how should the Internet look in 15 years?

Since then, research to circumvent current Internet limitations has been commonly divided into
those advocating new architecture designs (clean-slate), and those defending an evolutionary ap-
proach due to incremental deployability concerns [27]. From a pure research perspective, however,
clean-slate design does not presume clean-slate deployment and aims at innovation through question-

ing fundamentals.

3.2 The Rise of a Content-Oriented Internet

If content is King, then distribution is King Kong.

— An old media saying

Networks today were designed for the technologies of the *70s, when people accessed limited
information, on a static network, through a single computer system. Current networking approaches
focus on moving packets of data, which are attached to a fixed machine location and unique IP address
from source to destination. This is in profound contrast to today’s Internet environment, where people
access unprecedented amounts of digital information, through dynamic networks, and with multiple,
often mobile devices.

At the same time, the available network access capacity has increased significantly in recent years
with more homes worldwide having broadband connections. This increased bandwidth has led to the
proliferation of rich multimedia content that are accessed either from Content Distribution Networks
(CDN) or through the file-sharing peer-to-peer (P2P) networks. The vast majority of Internet usage
today is data retrieval (e.g., HTTP video, direct download, P2P) and not specific host-to-host con-

versational services (e.g., VoIP, SSH, VPN). In fact, recent studies [2] show that with larger amount

Zhttp://cleanslate.stanford.edu/



42 Background

of data being transferred over HTTP, today, most Internet inter-domain traffic by volume flows di-
rectly between large content providers (e.g., Google, Microsoft, Facebook), hosting / CDNs (e.g.,
Akamai, LimeLight) and consumer networks. As shown in Figure 3.2, this content-driven changes
in the peering relationships translate into an evolution of the Internet logical topology. This bypass-
ing of Tier-1 ISPs accompanied by the deployment of content-provider owned wide-area networks
and edge cache/front-end servers directly inside ISPs has been also touted as a ‘flattening’ Internet
topology [127].

National il Sprint, WCI, AGIS, Ulnet, PSiNot
Backbone o

Operators

Settlement Free

Regional ) 3 ) N ) N
PA::_:ss 7 1 ( S\ 'l N\ Global Transit / “"Hyper Giants”

roviders \ Pay for BW Global Internet National Large Content, Consumer, Hosting CDN
Core

Settlement Free

Local AN AN N N S~ N e
P’;“ﬁ:”, [isp1 \ [ 1sp2 \\ [ 1sp3 \ [ \
eviders )\ I\ ( | Pay for access BW Regional / Tier2
/ Providers

CustomerIP | L A A A AN AN A& Customer IP

C)c )0 ) )t ) Networks

(a) Traditional Internet logical topology. (b) Emerging new Internet logical topology.

Fig. 3.2: The left figure generally reflects the hierarchical historical BGP topology. The figure on the
right illustrates emerging content-oriented Internet traffic patterns. Source: [2]

P2P and CDNs have become so successful because they fill the Internet design gap of optimizing
data delivery [128]. The Internet was designed to provide good support for end-to-end host commu-
nications. However, today’s Internet is mostly used for data dissemination, which is a quite different
task than reaching a particular host. As a result, tasks like content distribution have become unneces-
sarily hard, and have required the deployment of ad-hoc overlay systems like Akamai or BitTorrent
that had not been previously foreseen.

Actually, users do not care where the data comes from, as long as timeliness, data integrity and
authenticity are ensured. Most Akamai content is served from caches co- located within provider
infrastructure and IP address space. The majority of the available data can be classified as long-tail
content because it is not relevant to everyone except for certain groups of people. On the other hand,
a small part of the data (head-tail content), is relevant for large groups of people demanding tools in
the service level (e.g., monitoring, caching, DNS re-direction) to create and consume these different
types of data efficiently. From the networking side, CDN approaches to provide some sort of content
routing and caching running over TCP/IP represent a huge cost due to the several overlap of functions
and the manageability demanded by the several protocol levels.

These changes in the Internet pattern usage and the advances and cost reduction of storage and

processing power have lead to the concept of “storage in the network,” that suggests to look at the
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Internet as a database [129], or to re-design the Internet to act natively as an efficient CDN [128].

In addition, there is a notable evolution in information technology developments that confirm
this shift in the focus of network evolution from packets to content. Traffic engineering trends are
moving from data flows (e.g. QoS - Quality of Service) to application-level services (e.g. QoE -
Quality of Experience). This shift is accompanied by the demand of deep packet inspection (DPI)
technologies at edge routers. Moreover, we are assisting to an emergence of application and service
oriented architectures (SOA) and a fast growth of the publish/subscribe model and enterprise service
buses (ESBs). In this context, XML-based routers [130] have been developed and further reaffirm
this content-oriented trend in networking.

Answering to the clean-slate questions, if today we were to design things from scratch, we would
probably add content-awareness and massive storage capacity at Internet routers. This is not a discus-
sion on network versus host intelligence but rather a reconsideration of what should be the first-class
object in the new Internet. A naming approach based on data rather than end-hosts would enable a
democratization of scalable content dissemination and make it part of the Internet core in the same
way that connectivity was democratized as IP emerged.

This is precisely the point that Van Jacobson [131] has recently risen up. His content-centric
networking vision suggests to shift the point of view of the ongoing approaches to solve the problems
of the current Internet. He argues that current networking protocols are inadequate, because they
were designed for a conversational network, where two people/machines talk to each other, while
today the majority of network traffic comes from a machine acquiring named chunks of data (web
pages, multimedia files, E-mails, sensor data, etc.). The user cares about content and is oblivious to
its location. For data retrieval, the current Internet architecture (and many host-centric future Internet
approaches) is far from convenience and carries both naming- and protocol-level issues.

In TCP/IP, connected is a binary attribute meaning you are either part of the Internet and can talk
to everything or you are isolated. In addition, connecting requires a globally unique IP address that is
topologically stable on routing timescale (minutes to hours). This makes it difficult and inefficient to
handle mobility and opportunistic transport in the Internet [131, 132].

Under a content-oriented paradigm, information is indexed by keys (labels, data names) and re-
trieved by request. Protocols are declarative (i.e., say what you want, not where/who to get it from).
Network nodes (former routers) are caches of content, indexes, and buffers. They cache and forward
information, very much in the style of mobile ad-hoc, delay-tolerant, sensor networks, peer-to-peer

systems and content delivery networks:

Peer-to-Peer (P2P) Most of the innovations in networking space during the last years have come
from P2P systems (new routing algorithms based on distributed hash tables (DHT), swarm-

ing protocols, NAT traversal, overlay naming, etc). P2P provides an overlay solution to the
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networking shortcomings of the Internet in assisting current usage demands, which include
support IP multicast, anycasting, content-based naming, efficient content distribution, full host

reachability, and so on.

Instead of waiting for an overall infrastructure upgrade involving ISPs around the world, users
have realized the power of deploying new services with a simple piece of software that turns
personal computers into network elements, resulting in some of the most successful and scal-

able systems ever deployed like Skype, BitTorrent, Freenet, and more to come.

The beauty of P2P systems is that one can deploy hugely scalable services completely by-
passing ISPs and without the need for end-to-end multicast, in a similar way that the Internet
created a network that could route packets without having to go through the centralized control

of telecom operators.

Future generation Internet architectures may consider adopting into their core design concepts
and ideas from the P2P overlay (key-based routing, resource location algorithms, content nam-
ing, indexing, etc.). Recent work (VRR [133], ROFL [134]) has demonstrated how the ideas
of structured routing overlays can be pushed down into the network layer, thereby potentially
replacing IP with new, key-based (flat labels) routing protocols. A similar concept of key-based
forwarding is label switching applied in several contexts. For instance, in mobile ad-hoc net-
works very short-lived local labels are used (LUNAR, Lilith), and in ISP backbones, long-lived
local labels such as in MPLS or VLAN tags are common.

Content Delivery Network (CDN) CDNs emerged as an innovative technology to improve the ef-

ficiency of static, time-dependent, and rich media content delivery atop large-scale IP-based
networks [135]. CDNs are based on smart URL names and DNS redirection services to resolve
requests for data to the best candidate server taking into consideration the estimated user loca-
tion and the observed network performance (e.g., shortest RTT). See [136] for a comprehensive

survey and taxonomy of CDNss.

By enhancing the content retrieval experience to end-users through close-by storage capabilities
and additional intelligence in the network (i.e., monitoring, enhanced control plane based on
DNS resolution requests), CDNs constitute an ad-hoc overlay solution that try to close the gap
of the original host-centric Internet design [128] and today’s focus on data and service access.
The problem of distributing the actual content served within a CDN or federation of CDNs
has been extensively studied in a recent PhD dissertation [137]. The practical outcome of this
work is called Coral, a free peer-to-peer content distribution network comprising a world-wide

network of web proxies and name servers.
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Peer-accelerated content delivery technologies like Bittorrent Distributed Network Accelera-
tor (DNA)? merge the P2P and CDN worlds to efficiently deliver faster and more reliable
downloads from multiple nearby sources in parallel. This way, peer-assisted content deliv-
ery combines the efficiency and scalability of peer networking with the control and reliability
of traditional CDNSs.

Wireless Sensor Networks (WSN) The nature and spirit of sensor networks point out the needs for
data-centric approaches [138] instead of traditional address-centric approaches. Data-centric
approaches consist in finding routes from multiple sources to a destination that allows in-
network consolidation of data, where aggregation of multiple input packets into a single output
packet is performed by en-route nodes. In this way, data aggregation may be performed to re-
duce data transmission by eliminating the redundancy. In the literature, this kind of approaches
can be classified as reactive (require flooding of data queries in the entire network) and proac-
tive (storing relevant data by name). Thus, a goal here is to allow queries for data with a
particular name to be sent directly to the node storing that named data, instead of flooding the

entire network.

Due to its service model, algorithms and mechanisms for content routing (epidemic, direct
diffusion, greedy incremental trees, adaptive clustering hierarchy, etc.) may well suit the needs

of content-oriented protocols.

Delay-Tolerant Network (DTN) The field of delay/disruption-tolerant network (DTN) [139, 140]
looks at enabling communication in the absence of end-to-end connectivity or in the presence
of links which are subject to long delays. The idea is to explore the fact that users are nowa-
days more and more equipped with wireless devices, and that users that are physically close
are potential data exchangers. It seems then interesting to exploit the resources of any avail-
able wireless communication possibility to deliver and/or storage collected data in networks of

intermittent connectivity.

Activities around the IETF DTN WG have consolidated onto several standards documents (e.g.,
RFC 4828 [140]), promoting content-oriented concepts like data message delivery, opportunis-

tic transport, storage in the network edges, identity-based security and so on.

Publish/Subscribe (pub/sub) Publish/subscribe is a communication paradigm in which the interac-
tion between the information producer (publisher) and consumer (subscriber) is mediated by
a set of brokers. Publishers publish events (or publications) to the broker network, and sub-

scribers subscribe to interesting events by submitting subscriptions to the broker network. It is

3http://www.bittorrent.com/dna/
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the responsibility of the brokers to route each event to interested subscribers.

In content-based pub/sub systems, subscribers can specify constraints on the content of the
events, and the broker network is said to perform content-based routing of events. These sys-
tems can efficiently deliver messages to large numbers of subscribers and is therefore consid-

ered an appropriate technology for large-scale, event-based applications.

In topic-based pub/sub, the basic unit of publication and subscription is a topic, identified by a
unique identifier. From an architectural point of view, in a topic-based pub/sub a topic can be
thought as an identifier of a channel. Whenever there are events related to the topic, information

is delivered over the channel from the event source to the subscribers.

To improve the network layer performance in topic-based pub/sub systems, one approach is
mapping pub/sub topics to [P multicast groups, so data can be directly sent to subscribers with
a single message on the wire. However, this method, though network efficient, does not help to
solve the scalability issues of IP multicast. In case of many concurrent active receiver groups,

the routers are forced to maintain huge forwarding states due to the lack of aggregation.

While the application and scope traditional event-centric pub/sub systems differ from a global
Internet-scale content-oriented paradigm, they share a core communication model. An at-
tempt to formalize the pub/sub communication model has been presented in [141]. Surveys
on the many applications and implementation options of pub/sub systems include [142] [143]
and [144].

3.2.1 A new Networking Paradigm

In theory, there is no difference between theory and practice. But, in practice, there is.

— Jan L. A. van de Snepscheut / Yogi Berra.

In contrast to the traditional IP-centric model, content-oriented networking provides a new model
for communication where the focus is on data, not nodes [24]. Hence the underlying networking
substrate (i.e., network nodes and end hosts) becomes less relevant, possibly to an extent where it can
be no longer based on IP-address-like names (cf. with [145]). The name of the node that hosts and
converts the original information into the form in which it is finally delivered becomes optional or
even dispensable, as long as the received data is timely and correct.

Content-oriented architectures go beyond trying to solve the host reachability problem by provid-
ing more flexible, expressive, and comprehensive naming and addressing frameworks (e.g., FARA,
Plutarch, UIP, IPNL, HIP) mainly aimed at solving the shortcomings of the hierarchical, host-centric

IP address space. This new research thread on interconnecting information can be observed in recent
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projects — under the future Internet umbrella — such as PSIRP [146], 4Ward [147], CCN [148], and
other activities supported by EU and US funding agencies. As a result, the first content-oriented ar-
chitectures have started to emerge (e.g., DONA [26], Haggle [149], RTFM [150]). Later in Sec. 3.2.3
we outline the principles of some remarkable proposals.

The unifying approach of service-centric [151] [152], data-oriented [26], content-centric [148],
and information-centric networking [146] is to revolve around the data itself and to solve the problem
of efficiently delivering a particular piece of data. Being a content-oriented network, the flow of
messages is driven by the nodes that have expressed their interest and the information identifiers
of the messages. Reachability of destinations is not any more delimited by topological boundaries
but by new information-centric means, e.g., scoped information (cf. PSIRP vision in Section 3.2.3).
Having the data location hidden makes the semantics of what defines a sender or receiver of data
less relevant than the data itself, intuitively providing enhanced security (e.g., DoS mitigation) due
to a receiver-controlled content-oriented type of communication — also well suited for connectivity
challenged underlying networks.

The publish/subscribe paradigm [144] is a promising approach to implement a so-sought modern
communication API [153] for information-centric systems. The suitability and benefits of moving the
pub/sub layer downwards into the networking stack is one of the challenging objectives of content-
oriented interest-driven architectures where naming, routing, forwarding and addressing get fresh

semantics (see Table 3.1).

Tab. 3.1: Concepts of content-oriented networking versus the original Internet design. Source: [A]

’ Original Internet H Content-Oriented Networking ‘
Sender Content producer (publisher)
Receiver Content consumer (subscriber)
Sender-based control Receiver-based control
Client/Server Publish/Subscribe
communications Sender and Receiver uncoupled
Host-to-host Service access / Information retrieval
Topology / Domain Information scope
Unicast Unified uni-, multi- and anycast
Explicit destination Implicit destination
End-to-End (E2E) End-to-Data (E2D)

Host name Data/Content name
(look-up oriented) (“search” activity)
Secure channels, Integrity and trust
host authentication derived from the data
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3.2.2 Naming, Routing and Forwarding

Internet Protocol (IP) routing is based on the destination address inserted by the sender of the
message. In contrast, a content network is a network that supports some form of content routing, i.e.,
messages are routed based on their contents rather than an explicit destination IP address appended
by sending nodes to the messages.

Many types of content networks have been developed in various contexts such as P2P systems,
cooperative Web caching, CDNs, publish/subscribe and content-based sensor networks. Kung et
al. [154] propose a taxonomy for content networks based on their attributes in two dimensions:
content aggregation (semantic vs. syntactic) and content placement (content-sensitive vs. content-
oblivious). In the field of content delivery networks such as Akamai, HTTP request routing mecha-
nisms can be classified according to the variety of request processing (cf. with the CDN taxonomy
proposed by Pathan and Buyya [136]): Global Server Load Balancing (GSLB), DNS-based request-
routing, HTTP redirection , URL rewriting, anycasting, and CDN peering.

A finer classification of a content network can be made based on how content is identified (gran-
ularity, naming, etc.) and the routing and forwarding approach (e.g., overlay, in-network matching,
etc.). In general, routing and addressing in content-based networks are fundamentally different from
traditional host-centric communication services and group-based multicast services, as shown in Ta-
ble 3.2.

Tab. 3.2: Main characteristics of the unicast. multicast and content-based modes of communication
services. Source: [4].

- | unicast | multicast content-based
Destination specified by | explicit explicit implicit
producer
Attribute of consumer | pre-assigned, group identity expression of interest in
used in routing unique identity content
Information flow directed directed emergent, indirected

For its service model, content-based networking can be related to a number of advanced network
services and distributed-system technologies, including IP multicast, distributed publish/subscribe
systems, other rendezvous-based communication services such as the Internet Indirection Infrastruc-
ture (i3) [119], intentional naming [155], XML routing [156], and basically any information system

implementing some sort of message indirection based on the packets’ content and not on explicit
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destination addresses. In some cases, depending on where and how the routing decision is made,
content-based routing can also described as an example of application-layer routing. For instance,
the term “content-addressable network™ as proposed by Ratnasamy et al. [157] refers to a network
providing a lookup service to map keys (i.e., resource identifiers such as file names) to values (usually

locations).

As per Carzaniga et al. [4], the service provided by a content-based network consists of message
delivery to all interested receivers whose predicates match the content of the message — instead of
traditional numerical network addresses. Receivers declare their interests to the network by means
of predicates, while senders simply inject messages into the network at the periphery. The network
is responsible for delivering to each receiver any and all messages matching the selection predicate
declared by that receiver. Hence, content-based routing supports a more powerful mechanism of
routing messages based on message content to those destinations that are known to be interested in
that content type. A content-based routing protocol maintains a content-based forwarding table. This
type of content-based forwarding table maps predicates to interfaces, where a predicate associated

with each interface represents the union of the predicates advertised by downstream reachable nodes.

Although not explicitly called that way, the problem of content-based routing has been studied
quite extensively under multiple applications of distributed systems like publish/subscribe and event
notification services [130, 158, 159, 160, 161].

The general problem of content-based routing has been characterized by Carzaniga et al. [162],
providing a general framework on the structure of the routing state and the corresponding forwarding
functions used to realize the algorithm within a particular content-based routing scheme. In content-
based publish/subscribe systems, the message content is typically structured as a set of attribute/value
pairs (AVPs), and a selection predicate is a logical disjunction of conjunctions of elementary con-
straints over the values of individual attributes. Routing schemes commonly rely on propagating
predicates along the necessary topological information in order to forward the messages across the

network to the interested users.

According to Carzaniga and Wolf [163], content-based forwarding (CBF) can be defined as a
function of three inputs: a message m, a set of broadcast output interfaces B, and a content-based
forwarding table T' = py, po, . . ., pr, where [ is the total number of interfaces. The function computes
the subset of the broadcast output 5 that includes all the interfaces in 7" associated with a predicate
matched by m. The focus of CBF lays on the predicate-matching algorithm, since this is the novel as-
pect of the forwarding function in content-based networks where the content of a message m contains
a set of AVPs. Formally, CBF can be expressed as: CBF(m, B,T) =i :i € B A matches(p;, m)

Content networks are usually overlayed on top of IP networks and are not intended as a replace-

ment for IP or other traditional network services like unicast or multicast. Rather, it is intended to
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implement the specific communication style embodied in publish/subscribe middleware in a way that
is superior to current approaches. Though, there is no conceptual obstacle to implement a native
content-based networking stack, it is still to be proven whether it would be better (or even feasible)

from an engineering standpoint, especially at Internet scales.

Scalability challenges

The major challenge faced by a content-based forwarding plane that takes port-forwarding deci-
sions based on the content identifier (or a more expressive descriptor) is maintaining in-network state
for every routable object in a way that the network scales and handles line-speed data rates.

Content-oriented networks can be seen as providing a generalized multicast communication ser-
vice with the main difference that they do not rely on the existence or maintenance of group address
spaces, but on the advertisement and propagation of available content based on an interest-driven
routing service. Hence, content-based routing and IP multicast service models are similar in that they
allow senders and receivers to communicate indirectly through a logical rendezvous point. There are
however significant differences in their flexibility and the applicable forwarding strategies, depending
on the nature of the content identifier, i.e., whether it is a structured name like a FQDN, a flat label
resulting from a hash computation, or a less rigid structure, consisting of arbitrary sets of AVPs.

The basic communication scheme of topic-based publish/subscribe is functionally similar to IP-
based source specific multicast (SSM) [164], with IP multicast groups replaced by content identifiers
(i.e., topics). IP multicast [165] and topic-based pub/sub systems[166] use almost the same forward-
ing approaches in addressing more than one receiver in each connection. IP multicast typically creates
lot of state in the network if one needs to support a large set of small multicast groups. An IP network
is originally an unicast network with multicast as an additional service. However, in pure pub/sub
based inter-networking, multicast is expected to be the native routing and forwarding approach.

Many efforts have been put to minimize the forwarding state problem by trying to aggregate state
in the network [167] or moving some routing information to the packet headers as in Xcast [168].
Xcast source nodes encode the list of multicast channel destinations into the Xcast header. Each
router along the way parses the header, partitions the destinations based on each destination’s next
hop, and forwards a packet appropriately until there is only one destination left where the Xcast packet
is unicasted. In the PoMo architecture [169], the authors suggest a routing/forwarding solution that
trades over-deliveries for reduced state and reduced dependence of node network locators. Their
approach [170] employs link identities rather than network locators as the pivotal role.

When the content identifier is synthesized into a certain bit string, rather than a full content de-
scriptor such as a XML or AVP schema, the problem of routing such content objects falls into the

category of name-based routing and the means for aggregation depend on the nature (structure, form,
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semantics) of the content identifier/name.

Shue et al. [171] researched on general name-based versus IP-prefix based packet forwarding con-
cluding that it is within the margins of feasibility. In this case, the name structure of a fully-qualified
domain name (FQDN) is the key factor to enable the system scale to Internet-wide sizes. This should
not come as a surprise since the scaling capabilities of name-based systems can be compared to the
hierarchical IP-based aggregation, with IP subnets being replaced with domain names. However, such
a strategy for name-based fast forwarding system is likely to face scalability issues if the granularity
of content goes beyond naming hosts to individually naming pieces of content.

In the case of content identifiers generated as a result of hash-based method (e.g., a label resulting
from a hash over the content itself), the routing problem falls into the category of flat routing, since
the content identifier lacks of any topological information or network location semantics useful for
routing. Related work aiming at routing on flat labels includes ROFL [134], a proposal for Internet-
scale routing on flat host identifiers based on neat DHT constructs. VRR [133] applies the same
core ideas on identity-routing in the field of wireless ad-hoc networks. 13 [119] separates the acts of
sending and receiving by using a combination of packet identifiers (triggers) and a DHT. Receivers
insert a trigger consisting of the data identifier and their network address into the DHT. Triggers
reach an indirection point in DHT network and are then routed to the appropriate sender, who in
turn satisfies the request by sending a packet containing the same identifier and the requested data.
SEATTLE [172] utilizes flat addressing within Ethernet networks based on a one-hop DHT acting as
a directory service for reactive address resolution and service discovery.

A fundamental difference of flat identifiers used in content-oriented networks include the different
semantics and the contrasting architectural principles (cf. with Table 3.1). For instance, the end-to-
data characteristics imply that the same piece of content may be reachable from different sources
(i.e., advertised from different network locations), including caches embedded in the forwarding in-
frastructure. Moreover, if any of the above-mentioned systems were used for content routing, each
piece of data would be required to be explicitly published in the DHT along its location before it can

be retrieved, a hardly scalable approach considering the potential magnitude of content objects.

Content-Oriented Naming

Although the Internet is now widely used by users and applications to gain access to identifiable
services and data, the Internet lacks of a mechanism for directly and persistently naming data and
services. The DNS namespace does not accomplish this goal. DNS names are another example of
semantic abuse — similar to IP addresses embodying both identification and location information.
Today’s DNS design overloads DNS names with multiple semantics (e.g., trademarking and web

objects) and rigidly associates them with specific domains or network locations (i.e., in a host-centric
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manner), difficulting the movement and replication of service instances and data.

Handling information objects as first-class citizens introduces the need of a new, global content-
oriented namespace. Closely related, in addition to new primitives, some form of metadata infor-
mation is required to enable the self-authentication of the data, fragmentation, scope delimitation,
inter-domain policies, in-network management, caching, and so on [146]. Such global namespace
around data items enables caching capabilities for every type of communications. In comparison,
caching over TCP/IP is costly and application-specific. In case of non-mutable information objects
caching becomes trivial, whereas for streaming applications, caching can be seen as long in-network
buffers. Hence, content-oriented architectures can natively play the role of current CDNs and promise
avoiding redundant traffic over network links [173]. Furthermore, a new namespace for information
objects could unify multi-, any-, con- and unicast types of communication in addition to enable novel

forms of network coding to increase the network’s efficiency and resilience.

Named Content Security

Content-based security compared to traditional channel-based security aims at allowing secure
content retrieval by name and authentication regardless of where the content comes from. New se-
curity and network primitives are required that enable referring to, and authenticating content itself,
rather than the host and file containers where it resides [174].

A common approach consists of self-certifying names (e.g., for hosts [32, 175] or content items [26,
176]) where the name itself is cryptographically constructed in a way that it allows to verify whether
a given piece of content matches a given name. The simplest form of self-certification is hash-verified
data, where the content names are the direct result of its cryptographic (e.g. SHA-1) digest [176, 177].
While this approach allows the receiver to assess validity (i.e. integrity plus authenticity) it does not
help with regard to the provenance (i.e. the publisher trusted by the receiver as a content supplier) or
relevance (i.e. the content answers the question the receiver asked) [174]. Some degree of provenance
can be granted by means of key-verified names, where a piece of content is named with the digest of
the public key used to sign that data [176, 178].

The main drawback of both approaches is requiring a secure indirection mechanism to map from
the (human-understandable) names understood by users to the self-certifying name for a piece of
content. In essence, the original content security problem turns into the problem of securing this
mapping. If the mapping gets compromised, the user ends up with the secure, self-verifying name for
a wrong or even malicious piece of content, falling back to a situation they tried to circumvent at first
by relying on so-called “semantic-free” names [179, 180] and indirection architectures [122, 155].

According to the Zooko’s Triangle [181], names can be simultaneously at most two of global,

secure, and memorable. For instance, domain names are gl