On the role of open source in future
networking technologies and research

Prof. Dr. Christian Esteve Rothenberg
chesteve@dca.fee.unicamp.br

FEEC/UNICAMP
18/March/2014
o"
*
COPE|abS COPELABS BRAINstorming (C-BRAIN) #50:  [[:=LIA[Y

UNIVERSIDADE LUSOFONA F ( : T Z
de Humanidades e Tecnologias o e facec i

Pundagtionpane s Cifecu e Thencilogu COOPERATION

Humani nibil alienum




(00

Image by opensource.com




Agenda

* Open Source met Networking

* When Open Source meets Network Control Planes
* Software-Defined Networking and OpenFlow
* The Open Frontier of Networking

* Detour on Layered Architectures and Complexity
* FLOSS Experiences from the RouteFlow project



Open Source Met Networking

So far, mainly software appliances with limited scope



Open Source & Network

ng

Functional level

FLOSS solutions

Overview

Legacy proprietary approach

Availability Pacemaker, HAProxy, NGINX Deployment and management of redundant, high- Network Load Balancing appliance
availability clusters
Nagios, Cacti, Zabbix Operation and performance monitoring software Proprietary monitoring software
Security IPCop, PFSense, Smoothwall, MOnOwall | Linux and BSD-based firewall systems Firewall and IDS appliances
OSSEC, Snort Host and network-based Intrusion Detection Systems
SecurityOnion, OSSIM Security Information Enterprise Management
PacketFence Network Access Control (802.1x, captive portal, etc.) NAC appliance
Management cfEngine, Ansible, Puppet, Chef, Configuration management and/or orchestration platforms Proprietary, vendor-attached
mcollective, SaltStack provisioning and management
software
SpaceWalk, Foreman Server provisioning and configuration management
Caching Squid, Apache Traffic Server, Varnish Caching for performance at either client end or server end Caching appliance
Cache
Storage DRBD, GFS2, GlusterFS Distributed and/or replicated filesystems Storage appliance

FreeNAS, OpenFiler

Open source storage management and sharing (iISCSI,
NFS, etc.)

Network Services

BIND, djbdns, TinyDNS, DNSmasq

Network services that provide directory services and

(IPAM etc) address management services
Routing Quagga, XORP, BIRD Routing protocols implementation suites Vendor lock between route engine
and dedicated silicon router
Device OS/ DD-WRT, OpenWRT, Gargoyle, PicOS Open source firmware for wireless access points and Proprietary wireless
firmware Ethernet switches firmware/protocols

Server virtualization

OpenVZ, LXC

OS kernel virtualization (container-based emulation)

Xen, KVM

Server hardware full and/or para-virtualization

Underutilized server hardware




Open Source Meets Network Control

“SDN may be to networking what Linux was to computer OS”



The Computer Industry History
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Software Defined Network (SDN)
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Short Story: OpenFlow is an API

* Control how packets are forwarded (and manipulated)
* Implementable on COTS (Commercial-off-the-shelf) hardware

 Make deployed networks programmable
* not just configurable
* vendor-independent

e Makes innovation easier

* Goal (experimenter’s perspective):
* \Validate experiments on deployed hardware with real traffic at line speed

* Goal (industry perspective):

* Reduced equipment costs through commoditization and competition in
the controller / application space

e Customization and in-house (or 3rd party) development of new
networking features (e.g. protocols).



Trend
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Emerging SDN stack (FLOSS)

Traditional Networks Software Defined Networks

;ontroller Platform
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OpenFlow Ecosystem (around 2010)

erramentas de depuracao/
oftrace ofiops openseer Monitoramento

Provenientes da Univ. Stanford

ENVI (GUI) LAV Aplicacoes

FlowVisor _ _ izad
Console FlowVisor Virtualizadores

Switches Comerciais Stanford Provided
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Open Source & SDN (2013)

incomplete and already outdated

SDN stack layer / domain

Open Source Project Name

Benchmarking

Cbench (GPLv2, C/Perl/UNIX shell), OFLOPS (GPL, C)

Debugging / Testing /
Simulation

ndb, OFRewind, STS (Apache, Python), OFDissector (BSD, C), liboftrace (BSD, C), OFTest (BSD, Python),
Mininet (BSD, Python), fs-sdn (GPL, Python), ns-3 (GPL, C++)

Verification

Hassel (GPL, Python), NetPlumber (GPL, Python), NICE (BSD, Python), FlowChecker, OFTEN

Control & Management Apps

Topology discovery (GPL, many), HostTracker (GPL, many), Plug-n-Serve (BSD, C++), Aster*x (BSD, C++),
FlowScale (Apache, Java), SNAC (Python/C++), Odin (Apache, Python), PANE (BSD, Haskell), FRESCO (GPL,
Python/C++), OSCARS (BSD, Java), RouteFlow (Apache, Python/C/C++/Java)

Programming Abstractions /
Compilers / Isolation

FatTire, Flog, FML, Frenetic (GPL, OCaml), HFT, NetCore, Nettle, Procera, Pyretic (BSD, Python), Maple (Pyhon),
FlowN, LibNetVirt (GPL, C/Python), OpenStack Neutron (Apache,Python)

Controller Platforms

NOX (GPL, C++); POX (GPL, Python); Maestro (LGPL, Java); Beacon (GPL, Java); Floodlight (Apache, Java);
Ryu (Apache, Python); Trema (GPL, C/Ruby); FlowER (MIT, Erlang); NodeFlow (GPL, javascript); Mul (GPL, C);
RipL-POX (GPL, Python); OpenDaylight (Eclipse, Java)

Data Plane Virtualization

FlowVisor (BSD, Java), PortVirt (BSD, C), Expedient (Apache, Python)

OpenFlow Protocol Libraries
/ Driver Implementations

OFLib-Node (BSD, JavaScript), OpenFlowd (BSD, Java), OpenFaucet (Apache, Python), Pylib-OpenFlow (BSD,
Python/C++)

Data Plane Implementations

NetFPGA (BSD, C/Verilog), Open vSwitch (Apache, C), Reference design (BSD, C), ofsoftswitch13 (BSD, C),
OpenWRT/Pantou (GPL, C), Switch Light (Eclipse, C), Indigo Virtual Switch (Eclipse, C), LINC-Switch (Apache,
Erlang)




Open Source & Research Projects

* Help researchers to share openly important
technological advances & disseminate results

 Commercialization avenue to exploit the project
potential

* Means to sell “know how” and “knowledge”
e Statement for future Standardization

* Open source does NOT mean free.

* Patents might still apply, “Not for commercial use” licenses,
etc.

EU FP7 project evaluators care about proposing a
convincing open source strategy (and executing it!)

Adapted from: Miguel Ponce, Open Source & Research in EU FP7



7 EU projects & open source

PROGRAMME

PR: SE :: Empowering FLOSS in European Projects

Promoting Open Source in European Projects htt p ://WWW. | Ct' p rOS e . e u

* Projects using FLOSS (just a sample)

http://irati.eu

http://www.netinf.org - N Etl nf

Network of Information

http://www.opentinos.org




The Frontier of Networking

T
47

Existing New
* ClLls - — * APIs
* Closed Source * Open Source
* Vendor Lead * Customer Lead
* Classic Network Appliances * Network Function

Virtualization (NFV)

Adapted from: Kyle Mestery, Next Generation Network Developer Skills



Change of Design Patterns
(/Priorities)

SIMPLE CONTROL PLANE DESIGN

|

SOFTWARE FORWARDING ADAPTS

STRICT HW LIMITATIONS (MINIMIZE DIE SURFACE)

|

CONTROL PLANE DESIGN ADAPTS

j (FLEXIBLE MATCHING AND OPERATIONS)

“ DON'T DESIGN PROTOCOLS. | WRITE C++”

-- TEEMU KOPONEN (NICIRA, VMWARE)
In invited lecture “STRUCTURE AND DESIGN OF SDN”



Components of the New Frontier

QOPOI\FJ@W |
" OPEI?IMZVEC:NITCH
Sogithub

e openstack

(C>) OPENCONTRAIL

"fn

3 OPEN Floodlight

apachecloudstack”
apen source cloud ¢ lﬁii",|'l|.| ng

=

"We'd love to see OpenDaylight do for networking —-—=
what Linux has done for the computing industry."

Adapted from: Kyle Mestery



Towards open software ecosystems

Current trends: Open Source /*Everything*
* http://www.opendaylight.org

* http://www.openstack.org

* http://opencompute.org

The future is all about Software Ecosystems

* Open Interfaces: Protocols, APIs, Code, Tool Chains
* Open Control Platforms at every level (layer?)

e “Best of Breed” markets
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libfluid ONF Driver Implementation

YourController

Your
libfluid_msg logic

message_callback

BaseOFServer e=——» QFServer

nnection_callback

/ //'
libfluid_base € < -
5 5 5
Thread 1 Thread 2
- Check it out!
T omes | http://opennetworkingfoundation.github.io/libfluid/

=+ = Connects
CITETTC CITETTC

B—> Library us CTITETTT
(OF Switch) (OF Switch) (OF Switch)

—— Application use

*Joint work with E. Fernandes (CPgD), A. Vidal (CPgD), M. Salvador (Lenovo), F. Verdi (Ufscar)



All of This Leads Us To ...

Software Defined Networking

DevOps

DevOps Defined Networking

Slide courtesy: Kyle Mestery



People Like SDN Because

SDN promises to make networks:

1. Dynamically provisioned

2. Provide scalable capacity

3. Provide abstracted HW complexity
4. Bandwidth on demand

Open Source Software promises to foster SDN stacks

From “Rough Consensus and Running Code” to
real “Code before Standardize” dynamics



Recent Events involving Open Source

* The Battle for the Hypervisor Switch?
* Open vSwitch vs Nexus1000v vs Hyper-V Virtual Switch

* The Battle for the Cloud: Stack Wars
e Stack wars: OpenStack v. CloudStack v. Eucalyptus

* The Battle for the SDN control platform
* OpenDaylight vs Floodlight vs etc. etc.

* The Battle for the SDN Northbound APIs ¢ fomeom
* ONF vs OpenDaylight vs OpenStack vs etc. L

* ONF OpenFlow Driver Competition | ;

* An open source driver to accelerate developments |- ‘

SWITCH -]

thttp://www.networkworld.com/community/blog/battle-hypervisor-switch-and-future-networking



Trend: The Evolution of Intelligence

Precambrian (Reptilian) Brain to Neocortex = Hardware to Software

.y NOOCOrex
— /

Cerebral Cortex

Cerebellum

* Key Architectural Features of Scalable/Evolvable Systems

. RYF—CD;’lpIe}:(ity(behavior) Once you have HW
. Layered Architecture .
. Bowties and Hourglasses lts all about COdel...

. Horizontal Transfer (H*T)
. Protocol Based Architectures

Sllde Courtesy: D. Meyer 1 http://www.ioelonsoftware.com/articles/Biculturalism.ht
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Sisyphus on Different Hills

e
g
Telco Cycle Service Providers Cycle
Idea !! Idea !!\
Telco Operators  Demand Deploy Develop Deploy Publis

Equipment

A A ©
Y Sel|
Vendors .
Drive
Standardise S AAEaEhe
SDOs Critical mass of

supporters -
2-6 Years

>

Service Providers

---

2-6 Months

>

F

Source: Telefonica 1+D / ETSI NFV




NFV — Network Functions Virtualisation

\\

EVOLUTIONARY APPROACH

New specific needs for different nodes

Reuse of equipment still in amortization
Network functionalities are based on specific HW&SW .
Leverage on new planned elements in

One physical node per role

architecture
BY RELEVANT USE CASES

Virtualised PoP
Traffic analysis
SW-defined )
functionalities SW-defined datacenter
Pervasive security
Common &
shared HW
architecture v )
- Effect of scale (better - Reduction of geographical

statistical multiplexing) dispersion of HW

v,
- euse same HW for different
role when no longer

Net functionalities are SW-based over well-known HW

Multiple roles over same HW

applicable
Source: Telefonica 1+D / ETSI NFV



NFV and SDN

* NFV and SDN are highly complementary
* Both topics are mutually beneficial but not dependent on each other

Creates network
abstractions to
enable faster
innovation

Creates competitive
supply of innovative
applications by third
parties

Software
Defined
Networking

Open
Innovation

Network
Functions
Virtualization

Reduces CAPEX, OPEX,
Space & Power
Consumption

Source: ETSI NFV



Detour on Layered
Architectures and Complexity

And what does this have to do with SDN and Open Source



Universal Laws and Architectures (Turing)
Layering, Formal Systems, Hard Tradeoffs

Architecture

Slow :
(constraints that
deconstrain)
Fast
Flexible Inflexible
Slide courtesy: D. Meyer General SPECial

Original slide courtesy John Doyle A ey



Overlaying Tradeoffs

Unconstrained/Diverse

Slow Apps

OS Constrained

HW

Fast Unconstrained/Diverse

Flexible Inflexible

General Slide courtesy: D. Meyer SpeC|aI



Layered architectures make
Robustness and Evolvability compatible

Deconstrained
(Applications)

Diverse  Apps

<

_ Minimal Think OS Kernel +
Constrained/ ? 0S o .
_ diversity Libraries and Drivers
Hldden \- - \
. \ HW SDN Controller?
Diverse Plug-in Architectures
Deconstrained Control Plane Drivers + APlIs
(Hardware) Model-Driven Everything

Slide adapted: D. Meyer / Doyle



Information-Centric Networking
NDN Hourglass

C ) C D
( email WWW phone ... \ . 1 / browser chat ... \
\ SMTP HTTP RTP.. / \ File Stream ... /
TCP UDP . Individual apps Security
>packets< Every node >g:::|ek';t<
ethernet PPP ;tml-r-ihdividual Ilnks Strategy \
/ CSMA async sonet ... \ / IP UDP P2P BCast ... \
\ copper fiber radio ... } ‘ ‘ \ copper fiber radio ... /

The NSF-funded Named Data Networking project has a strong open source ethos
Read more: http://named-data.net/project/ndn-copyright-and-patents




high variability high variability

less constraints less constraints
\ more constrains _}
. less variability L
Bowties -y

/Hourglasses? _»

emalized
\ fragile ge"e':bust
eneral purpose L

h:r::ufreI
xiblé o .
I Bow tie (biology)
“ Lmall WWW phone.. :
SM‘I’P HTTP RTP...
t = OL/SDN
(b TCP UDP...
&
\é\\ > CP/SDN
os%
N\
© ethernet PPP..
O OF/SDN?
© { CSMA async sonet\

PN
oQ copper fibre radio...
u Adapted Slide courtesy: D. Meyer



The Nested Bowtie/Hourglass
Architecture of the Internet

Layering of Control

HTTP Bowtie
Input: Ports, Datagrams, Connections
Output (abstraction): REST

, TCP/UDP Bowtie
emal  WWW | phone | ... Input: IP Packets REST
Output (abstraction): Ports, Datagrams, Connections A

ehemet | PP | ...

CSMA | async | sonet | ...

copper | fiber | radio | ...

S Flows within Layers =———————
Slide courtesy: D. Meyer

suonanasqy/jo43uo) fo buliahol
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Your network’s control
plane is 100% proprietary?
Hey, this is 2014 not 1994

The RouteFlow Project



RouteFlow: Introduction

Ministério das
Comunicacdes

Router|ow & FUNTTEL

Architecture
Modular (3 components)

Background

Glue of IP routing stacks with OpenFlow

Controller-centric hybrid IP networks Hierarchical, distributed

Migration path to SDN Multi-controller support

(POX, NOX, Floodlight, Ryu)
Any Linux-based routing stack
(Quagga, XORP, BIRD)

nnnnnnnnnnnnnn

El FINEP

AGEMELS, BRASILEIA D RO AD

: Route Bol = [
Engine |
Kl ernel space
ARP | Route ! [FE[Fig]. [Fe
Table Table " | 1[ l 2 | n
!!
L

Virtual |
Routers |

______________ B e S|
RouteFlow Protocol, |

RF-Services | | Control

RouteFiow I = : '
Server : Coordlnahoni

I 0 e O B |
| i

[ Tope. ” Flow ‘ | App. | RouteFlow IIr

If] Dlee- f| State n Proxy | .|| controllers

! Network Cantraller I

! i

i OpenFlow !

1 L s ]
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RouteFlow: Basics

CcControl Plane

P paths Data Plane




RouteFlow: High-level Architecture

| ‘ Ergine Linux Control Plane

Routerlow Glue

o~ OpenFlow

I = - " |
| software - |
[Agent |
i hardware :‘ Datapaths i D ata P I an e
|




RouteFlow: High-level Architecture

Route RouteFlow | s sPae| |
Engine Client || |
A kemetspace | | Virtual !
ARP Route / |
Table | | Table | 7 |'2]{n| [ | Routers |
/ 1] |
I' Open vSwitch l
——————————————————————————— x———————————-
| RF-Services | I Contiol
[

T2 -]

Coordination

|
T Ay e s=———-—oooo- e -
I
Topo. || Flow App. RouteFlow | -
Network Controller x
""""""""""""" OpenFlow'
sonvere D h
hardware PORTs atapat S
HW Table

Control Plane

Glue

C'Open Flow

Data Plane



Open Source SW ‘ RouteFlow SDN/OpenFlow architecture

Quagga, XORP, BIRD

Linux

Open vSwitch, softswitch13
LXC, QEMU, XEN, libvirt

MongoDB, redis

jQuery, JIT  [f6ul

NOX, POX, Floodlight, Ryu

ONF driver

FlowVisor

Mininet, OVS,
softswitch13, Pica8 OS

el Route NIC Nlcm:fga = Virtual
Table Table 1121 1 nl I Routers
Virtualization

A
: Control
: Coordination
_____________________________________________________________ e
1
|
I
I
Controllers
" openflow
|
software
HAL OF t
——_— e Datapaths
" | Ports
HW Table

[1[2]n




RouteFlow Project History

Q Q Q N N N Uz
Q\ (19'\ Q\ ‘19\ Q\ “9\ Qr(l' ‘19'\
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g v Q \3 o) S v v
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» Start Msc. Thesis
work by Marcelo

» Evaluation on

+ First Short-Paper et PGA testbed

@ WPEIF

N.
» First Prototype

* QuagFlow Poster
@ SIGCOMM

» Open-Source
Release

 Demos @ ONS11

 Tutorial & Demo @
OFELIA/CHANGE SS
* Indiana University

- Pronto OF

switches + BGP * Demo @ .

peering with SuperComputing 11
Juniper MX - Demos @ ONS12

» HotSDN Paper

* Running on FIBRE /
OFELIA testbed

* Collaboraion with
NTT



RouteFlow 2013

* Inter-VLAN routing at UNESP, Brazil.
* Google Summer of Code (GSOC 2013)

* Significant contributions from the CARDIGAN (in
live IXP for > 9 months) and VANDERWECKEN forks:

Policy Topology Other

B A e
: ‘}“i Controller

v%*

REANNZ Cardigan

Y I

RouteFlow
i
L2 -l ﬁ I
g ,5, = Traffic

A,
E— Control C '
Pronto 3780 Pronto 3290 ustomers ’

Other fabrics

IXP Fabric



al
RF Rout. |-I
Client {Engin
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vSwitch | vSwitch

RouteFlow architecture

* Evolution since QuagFlow PoC  eacker-in

Packet-out
/

RFProxy | RFProxy @"FOP‘—'“F‘BW
Packe+-ou RFProxy| MR Packet-in
mmmb": ~
OESWich O Sa roh peuich
[OF-Switch ]

f\ 1

Dev(Ops)

| i |
| Route RouteFlow I el |
| Engine Client |
" | e i |
Virtual | [TARP | [Route g L Virtual |
* Machines | || Table Table 1127 h Routers |
| a |
| r L —— |
| ;| Open vSwitch |
Po—m e — Fo——m======== fm—————————— -
|RouteFlow Protocol, - ] |
.............. | [ RFSewvices | | ool |
: | outeFlow | 2 |
+ | GRTaT I Coordination |
nox  [CReENEice c ! , |
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— LSEr Epace |r --------- CA T T L ——————————— -‘
I
|| Topo. || Flow App. || RouteFlow |‘| |
. i Bse.. [} Ekats n Proxy :| | Controllers i
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OpenFiow OpenFlow T OpenFlow ' g}
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I N
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Open Innovation

JENES/EN Visitors: 40,000+ (20,000+ unique)
From 3,000+ cities from 130+ countries!

W
¢ Y
1000s
http://go.cpad.com.br/routeflow/ 9 O O downloads!
days si I /
\, Routeflow ays since g!otcubcgmbc Avache

project start



Community development

100

* Mailing List: . " o
e 200 Members 50
* 160 Topics ”
D@@uﬁ‘ & R AN wﬂﬁ%a -
* Code contributions:
(5K — 10K LOC, many testing hours, bug reports, etc)
CPgD / RouteFlow & Star 50 [ Fork 50
Virtual IP Routing Services over OpenFlow networks hitp://cpqd.github.com/RouteFlow/
¢ Code

@ ¥ branch: master « RouteFlow / [+ 1 Pull Reguests



Github Activity

May 7th 2011 - September 14th 2013

Commits to master, excluding merge commits Contribution Type: Commits ~ O]
20
m L JA‘ i

July October 2012 Aperil July October 2013 L pril
Contributors Commits Code Frequency Punchcard
<>
Use — and — tonavigate
20 n
) I I I I
L]
09422 10113 1103 11424 1215 01405 0126 0216 0309 0330 0420 0511 0601 0622 0713 08/03 0824 0914 A
20 il



Github Activity

CBaD

joestringer

safwd-yyb
[

]

routeflow
bbc2
faki anomathilde

sahwd-17h

KitL

ofisher

apontes

Cnacorrea

srijanmishra

MZEero

fcappi
guihenry

victor-goncalves

farndt I

GitHub Metwork Graph Viewer w4.0.0



Multiplying results with Open Innovation

 Web-based Ul & Internet 2 HW pilot [C. Small, Indiana] v
 Aggregated BGP Routing Service [C. Corréa, Unirio] v
 SNMP plugin [J. Stringer, Google] J
 Vanderwecken & Cardigan forks (IPv6, MPLS) [REANZ, Google]

cg,, \:l'\,' U ufete {NTTCommunications

UUUUUUU By G [
S InCNTRE A®  Googl
Evolvmg the IP routing Iandscape with OpenFIowlSDN

Q Routeflow




Concluding Remarks

* Think “open” in your research activities

* Be “open” in your research results
e Carry an effective open source strategy

The future is all about Software Ecosystems

* Open Interfaces: Protocols, APIs, Code, Tool Chains
* Open Control Platforms at every level (layer?)

* “Best of Breed” markets
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Thank you!
Questions?



How does OpenFlow work?




Ethernet Switch




Control Path (Software)

Data Path (Hardware)




OpenFlow Controller

OpenFlow Protocol (SSL/TCP)

Control Path ||OpenFlow
Data Path (Hardware)




OpenFlow Switching

OpenFlow Switch specification

Control

Secure
Channel

The Stanford Clean Slate Program http://cleanslate.stanford.edu

er



Flow Table Entry
“Type 0” OpenFlow Switch

+ mask

The Stanford Clean Slate Program http://cleanslate.stanford.edu




Examples

Switching

Switch MAC [MAC [Eth VLAN |IP IP IP TCP  [TCP Action

Port rc dst ype |ID Src Dst Prot [sport [dport

* * OOlf * * * * * * * pOrt6
Routing

Switch MAC |MAC [Eth VLAN |IP IP IP TCP  [TCP Action

Port rc dst ype |[ID Src Dst Prot |[sport (dport

* * * * * 5.6.7.8 * * * port6
Firewall

Switch MAC [MAC [Eth VLAN |IP IP IP TCP  |TCP Action

Port rc dst ype |[ID Src Dst Prot |[sport [dport

* * * * * * * *

22 drop




